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0 Homotopy

0 Homotopy

Definition (homotopy). Suppose X,Y are topological spaces, f0, f1 : X →
Y continuous. We say f0 is homotopic to f1 if there is a continuous F :
X × I → Y with F (x, 0) = f0(x), F (x, 1) = f1(x). We write f0 ∼ f1.

Let ft(x) = F (x, t). Then ft is a path from f0 to f1 in Map(X,Y ) = {f :
X → Y continuous}.

Convention. All spaces are topological spaces and all maps are continous.

Example.

1. Let f0, f1 : Rn → Rn, f0(x) = 0, f1(x) = x then f0 ∼ f1 via ft(x) = tx.

2. Let S1 = {z ∈ C : |z| = 1}. Take f0, f1 : S1 → S1, f0(z) = z, f1(z) = −z.
Then f0 ∼ f1 via ft(z) = eiπtz.

3. Let Sn = {v ∈ Rn+1 : ‖v‖ = 1}. Take f0, f1 : Sn → Sn, f0(v) = v, f1(v) =
−v the antipodal map. We already knew f0 ∼ f1 if n = 1 and we’ll soon
see f0 � f1 for n even.

4. Let f0, f1 : S1 → S2, f0(x, y) = (0, 0, 1), f1(x, y) = (x, y, 0). Then f0 ∼ f1
via ft(x, y) = (tx, ty,

√
1− t2).

5. Let Dn = {v ∈ Rn : ‖v‖ ≤ 1}. Say f : Sn−1 → Y extends to Dn if there
exists F : Dn → Y with F |Sn−1 = f . Then f extends to Dn if and only if
f is homotopic to a constant map as we can define ft(v) = F (tv).

We state here some lemmas that will be assumed and whose proofs are
omitted.

Lemma 0.1. Homotopy is an equivalence relation on Map(X,Y ).

Definition. We let [X,Y ] to be Map(X,Y )/ ∼, i.e. the set of homotopy
classes of maps X → Y . It is also the set of path components of Map(X,Y ).
We write [f ] for the class of f in [X,Y ].

Lemma 0.2. Suppose f0, f1 : X → Y, g0, g1 : Y → Z. If f0 ∼ f1, g0 ∼ g1
then g0 ◦ f0 ∼ g1 ◦ f1.

Notation. If c ∈ Y , we denote by cX : X → Y the constant map with image c.

Corollary 0.3. Any f : X → Rn is homotopic to 0X .

In other words, [X,Rn] has one element.

Proof. We know idRn ∼ 0Rn so

f = idRn ◦f ∼ 0Rn ◦ f = 0X .
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0 Homotopy

Definition (contractible). X is contractible if idX ∼ cX for some c ∈ X.

Proposition 0.4. Y is contractible if and only if [X,Y ] has one element
for all X.

Proof. Only if is the same as the proof of the corollary. For the other direction,
[Y, Y ] has one element so idY ∼ cY for any c ∈ Y .

Definition (homotopy equivalence). Spaces X and Y are homotopy equiv-
alence if there are maps f : X → Y, g : Y → X such that f ◦g ∼ idY , g ◦f ∼
idX . We write X ∼ Y .

Example. X ∼ {p} if and only if X is contractible.

Proof. The only map f : X → {p} is f(x) = p. Let g : {p} → X, g(p) = c.
Then f ◦ g = id{p} and g ◦ f = cX . Then g ◦ f ∼ idX if and only if cX ∼ idX if
and only if X is contractible.

Lemma 0.5. If X1 ∼ X2, Y1 ∼ Y2 then there is a bijection between [X1, Y1]
and [X2, Y2].

The basic question that algebraic topology tries to answer is the follow: given
spaces X and Y , is X ∼ Y ? What is [X,Y ]?

One of the tools used is homotopy groups, which we mention briefly here.

Definition (map of pairs). A map f : (X,A)→ (Y,B) means that

• A ⊆ X,B ⊆ Y ,

• f : X → Y ,

• f(A) ⊆ B.

If f0, f1 : (X,A)→ (Y,B), we say f0 ∼ f1 if there exist F : (X× I, A× I)→
(Y,B) with F (x, 0) = f0(x), F (x, 1) = f1(x).

Notation. We denote by ∗ the point (−1, 0, . . . , 0) ∈ Sn.

Definition (homotopy group). If p ∈ X, we define the nth homotopy group
of (X, p) to be

πn(X, p) = [(Sn, ∗), (X, p)] = [(Dn, Sn−1), (X, p)] = [(In, ∂In), (X, p)]

where the last equality is a homeomorphism and the second equality is
induced by

π : Dn → Dn/Sn−1 = Sn

v 7→ (1− 2‖v‖, v
√
1− (1− 2‖v‖)2)
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0 Homotopy

For n > 0, πn(X, p) is a group. The identity is cSn . For n > 1, πn(X, p) is
abelian.

A pointed map between pointed spaces f : (X, p)→ (Y, q) induces

f∗ : πn(X, p)→ πn(Y, q)

[γ] 7→ [f ◦ γ]

which is well-defined by lemma 2.
This defines a functor between the cateogry of pointed spaces with pointed

maps to the category of groups with homomorphisms: it sends a space (X, p) to
πn(X, p) and a map f : (X, p) → (Y, q) to the homomorphism f∗ : πn(X, p) →
πn(Y, q), satisfying

1. (id(X,p))∗ = idπn(X,p),

2. (f ◦ g)∗ = f∗ ◦ g∗.

Furthermore f∗ is homotopy invariant: if f ∼ g then f∗ = g∗ since

f∗([γ]) = [f ◦ γ] = [g ◦ γ] = g∗([γ]).

For example the first few non-trivial homotopy groups of S1 and S2 are

1 2 3 4 5 6 7
πn(S

1) Z
πn(S

2) 0 Z Z Z/2 Z/2 Z/12 Z/2

4
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1 Homology
The goal is to define functors Hn from the category of spaces with continuous
maps to the category of abelian groups with homomorphisms, satifying

1. if f ∼ g then f∗ = g8,

2. dimension axiom: informally Hn(X) = 0 if n > dimX.

1.1 Chain complexes
Let R be a commutative ring (e.g. Z,Q,Z/p).

Definition (chain complex). A chain complex (C∗, d) over R is

1. R-modules Ci for i ∈ Z, and

2. homomorphisms di : Ci → Ci−1 such that

3. di ◦ di+1 = 0 for all i.

We usually write

· · · Ci+1 Ci Ci−1 · · ·di+1 di

Notation. Note that C∗ can mean two different things: it can either mean

C∗ =

{
Z ∗ = 0

0 otherwise

or C∗ =
⊕

i∈Z Ci, d =
∑
di : C∗ → C∗−1.

1.1.1 Chain complex of a simplex

Definition (simplex). The n-dimensional simplex is

∆n = {(v0, . . . , vn) ∈ Rn+1 : vi ≥ 0,

n∑
i=0

vi = 1}.

For n < 0 we set ∆n = ∅.

Definition (face). If I = {i0 < i1 < · · · < ik} ⊆ {0, 1, . . . n} then

fI = {v ∈ ∆n : vi = 0 if i /∈ I}

is a k-dimensional face of ∆n. The face map is

FI : ∆
k → fI

w 7→ v

5



1 Homology

where

vi =

{
0 i /∈ I
wj i = ϕ(j)

where

ϕ : {0, . . . , k} → I

j 7→ ij

Definition (reduced chain complex). The reduced chain complex of the
simplex ∆n, S̃∗(∆

n), is the chain complex over Z defined by

S̃k(∆
n) = 〈fI : |I| = k + 1〉,

the free abelian group with basis fI for I a k-dimensional face, and

dk : S̃k(∆
n)→ S̃k−1(∆

n)

fI 7→
k∑
j=0

(−1)jfI\{ij}

Example. Take n = 2. Then

C2 = 〈f012〉
C1 = 〈f01, f02, f12〉
C0 = 〈f0, f1, f2〉
C−1 = 〈f∅〉

and for example we have

d(f012) = f12 − f02 + f01

d(f12) = f2 − f1
d(f02) = f2 − f0
d(f01) = f1 − f0

so
d2(f012) = 0.

Proposition 1.1. We have
d2 = 0

so it is indeed a chain complex.

Proof. Enough to check d2(fI) = 0. d2(fI) is a sum of terms of the form
fI\{ij ,ij′} where ij < ij′ . The coefficient of fI\{ij ,ij′} is

(−1)j(−1)j
′−1 + (−1)j

′
(−1)j

where the first term is obtained by omitting ij first and then ij′ , and the second
by omitting ij′ first and then ij . Then have opposite signs.

Note that if we have a chain complex then d2 = 0 so im di+1 ⊆ ker di.
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1 Homology

Definition (homology group). If (C∗, d) is a chain complex, its ith homology
group is

Hi(C∗) =
ker di
im di+1

.

We let
H∗(C∗) =

⊕
i∈Z

Hi =
ker d

im d
.

Example. H∗(S̃∗(∆
2)) = 0.

Example (unreduced complex of a simplex). Define the unreduced complex to
be

S∗(∆
n) =

{
S̃k(∆

n) k ≥ 0

0 k < 0

Check that

H∗(S(∆
2)) =

{
Z k = 0

0 k 6= 0

Definition (chain map). If (C, d) and (C ′, d′) are chain complexes over R,
a chain map f : (C, d)→ (C ′, d′) is homomorphisms fi : Ci → C ′

i such that

· · · Ci+1 Ci Ci−1 · · ·

· · · C ′
i+1 C ′

i C ′
i−1 · · ·

di+1

fi+1

di

fi fi−1

d′i+1 d′i

commutes. That is to say let f =
∑
fi : C∗ → C ′

∗ then we have

d′f = fd.

Example. If fI is a k-dim face of ∆n then there is a chain map

ϕI : S̃∗(∆
k)→ S̃∗(∆

n)

fJ 7→ fϕ(J)

where ϕ(j) = ij as before.

If f : (C, d) → (C ′, d′) is a chain map then it follows that f(ker d) ⊆
ker d′, f(im d) ⊆ im d′, so there is a well-defined map

f∗ : H∗(C)→ H∗(C
′)

[z] 7→ [f(z)]

Lemma 1.2.

1. idC is a chain map and (idC)∗ = idH∗(C).

2. If f : C → C ′, g : C ′ → C ′′ are chain maps then so is g ◦ f and
(g ◦ f)∗ = g∗ ◦ f∗.
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1 Homology

In other words, there is a functor H∗ from the category of chain complexes
over R with chain maps to the category of R-modules.

1.2 Singular chain complex
Let X be a topological space. A singular k-simplex in X is a map σ : ∆k → X.
Thus a singular 0-simplex is a point in X and a 1-simplex is a curve in X.

Definition (singular chain complex). A singular chain complex C∗(X) is
given by

Ck(X) = 〈σ : ∆k → X continuous〉,

the free abelian group generated by σ’s and for σ : ∆k → X,

d(σ) =
k∑
j=0

(−1)jσ ◦ F{0,...,k}\{j}.

Elements of the chain groups are finite sums
∑N
i=1 aiσi where ai ∈ Z.

Lemma 1.3. d2 = 0 so this is a chain complex.

Proof. If σ : ∆k → X, consider the homomorphism

ϕσ : S∗(∆
k)→ C∗(X)

fI 7→ σ ◦ FI

d was chosen so dϕσ = ϕσd. Then

d2(σ) = d2(σ ◦ id∆k) = d2(ϕσ(f{0,...,k})) = ϕσ(d
2(f{0,...,k})) = ϕσ(0) = 0

since d2 = 0 in S∗(∆
k).

We have a variant called reduced singular chain complex of X which is defined
by

C̃k(X) = 〈σ : ∆k → X〉

for k ≥ −1 and C̃k(X) = 0 for k < −1. We have

C̃k(X) =

{
Ck(X) k ≥ 0

〈σ∅〉 ∼= Z k = −1

and if σ : ∆0 → X then dσ = σ∅.

Definition (singular homology). Hn(X) = Hn(C∗(X)) and H̃n(X) = Hn(C̃∗(X))
are the nth (reduced) singular homology groups of X.

If f : X → Y is a map, define

f# : C∗(X)→ C∗(Y )

σ 7→ f ◦ σ

8



1 Homology

Then

d(f#(σ)) =

n∑
j=0

(−1)j(f ◦ σ) ◦ F{0,...,k}\{j}

=

k∑
j=0

(−1)jf ◦ (σ ◦ F{0,...,k}\{j})

= f#(dσ)

so f# is a chain map.

Lemma 1.4.

1. (idX)# = idC∗(X).

2. (f ◦ g)# = f# ◦ g#.

In other words, there is a functor from the category of topological spaces to
the cateogory of chain complexes over Z.

Notation. If f : X → Y , write f∗ : H∗(X)→ H∗(Y ) instead of (f#)∗.

Corollary 1.5. There is a functor from the category of topological spaces
to the category of Z-modules.

Proof. Composition of functors is a functor.

Example. Let X = S1 and σ ∈ C1(S
1) be the loop starting at p and loops

around S1 once. Then dσ = σp − σp = 0. Let σ1, σ2 be paths from p to q and
from q to p. It is an exercise to find τ ∈ C2(X) with dτ = σ − (σ1 + σ2), so
[σ] = [σ1 + σ2].

p

σ

p

σ2

q

σ1

Proposition 1.6.

1. If X is path-connected then H0(X) ∼= Z.

9



1 Homology

2. If X is the singleton {p} then

H∗(X) =

{
Z ∗ = 0

0 otherwise

and H̃∗(X) = 0.

3. Let π0(X) be the set of path-components of X. Then

H∗(X) =
⊕

P∈π0(X)

H∗(P ).

Proof.

1. We have

ker d0 = C0(X) = 〈σp : p ∈ X〉
im d1 = span{σp − σq : p, q ∈ X}

since X is path-connected. Thus

ker d0 → Z∑
aiσpi 7→

∑
ai

is a surjective homomorphism with kernel im d1.

2. There is a unique map σn : ∆n → X and

dσn =

n∑
j=0

(−1)jσn−1 =

{
σn−1 n even and n > 0

0 otherwise

so

ker d = 〈σ0, σ1, σ3, . . . 〉
im d = 〈σ1, σ3, σ5, . . . 〉

so the result follows. The reduced homology is left as an exercise.

3. Let ιP : P ↪→ X be the inclusion. Then we have

j =
∑

(ιP )# :
⊕

P∈π0(X)

C∗(P )→ C∗(X)

an injective map. ∆k is path-connected so if σ : ∆k → X then imσ ⊆ P
for some P ∈ π0(X) so j is also surjective.
In general, if {(Cα, dα)}α∈A is a family of chain complexes then so is

(Ctot, D) = (
⊕
α∈A

Cα,
∑
α∈A

dα)

and

kerD =
⊕
α∈A

ker dα

imD =
⊕
α∈A

im dα

10



1 Homology

so
H∗(C

tot) ∼=
⊕
α∈A

H∗(C
α).

Now apply this to j.

1.3 Homotopy invariance
If g0, g1 : X → Y are homotopic then we want to show g0∗ = g1∗ : H∗(X) →
H∗(Y ).

Definition (chain homotopy). Two chain maps g0, g1 : (C, d)→ (C ′, d′) are
chain homotopic, written g0 ∼ g1, if there is a homomorphism h : C∗ → C ′

∗+1

such that
d′h+ hd = g1 − g0.

Lemma 1.7. Chain homotopy is an equivalence relation.

Proposition 1.8. If g0 and g1 are chain homotopic then g0∗ = g1∗ :
H∗(C)→ H∗(C

′).

Proof. Suppose [x] ∈ H∗(C). Then

g1∗[x]− g0∗[x] = [g1(x)− g0(x)]
= [d′h(x) + hd(x)]

= [d′h(x)]

= 0

since d′h(x) ∈ im d′.

Definition (chain homotopy equivalent). Chain complexes (C, d) and (C ′, d′)
are chain homotopy equivalent, written C ∼ C ′ if there exist chain maps
f : C → C ′, g : C ′ → C such that fg ∼ idC′ , gf ∼ idC .

Exercise. If C ∼ C ′ then H∗(C) ∼= H∗(C
′).

1.3.1 Universal chain homotopy

Let cn, c′n : ∆n → ∆n × [0, 1], cn(v) = (v, 0), c′n(v) = (v, 1) and consider the
chain maps ϕcn , ϕc′n : S∗(∆

n)→ C∗(∆
n × [0, 1]), ϕcn(fI) = cn ◦ FI .

Notation. ∆n × [0, 1] is a convex subset of Rn+1 × [0, 1]. If p0, . . . , pk ∈ ∆n ×
[0, 1], define a map

[p0 · · · pk] : ∆k → ∆n × [0, 1]

v 7→
k∑
i=0

vipi

11



1 Homology

Then

d[p0 · · · pk] =
k∑
j=0

(−1)j [p0 · · · p̂j · · · pk]

where the hat above p̂j means that pj is omitted.
Furthermore we call fi × 0 = i and fi × 1 = i′.

0 1

0′ 1′

01

0′1′

h(f0) h(f1)h(f01)

Figure 1: ∆1 × [0, 1]

The intuition for chain homotopy is illustrated by Figure 1. Suppose we set
h(f0), h(f1) to be the segments 0 × [0, 1] and 1 × [0, 1], and h(f01) the square
∆1 × [0, 1]. Then

dh(f0) = ϕc′(f0)− ϕc(f0)
hd(f0) = h(0) = 0

so dh(f0) + hd(f0) = ϕc′(f0)− ϕc(f0) and

dh(f01) = (top + bottom) + (sides)
hd(f01) = −(sides)

so again

dh(f01) + hd(f01) = top + bottom = ϕc′(f01)− ϕc(f01).

Thus h would be a chain homotopy if it didn’t map f01 to the square, which is
not a simplex. To overcome this problem we cut the square into triangles 00′1′

and 011′. It is worthwhile to pause for a second to think what a chain homotopy
for ∆2 looks like.

12



1 Homology

Proposition 1.9. ϕcn ∼ ϕc′n .

Proof. Define

Un : S∗(∆
n)→ C∗+1(∆

n × [0, 1])

fI 7→
k∑
j=0

(−1)j [i0 . . . iji′j · · · i′k]

for I = {i0 < i1 < · · · < ik}. Then

Und(fI) =
∑
a<b

(−1)a+b−1[i0 · · · îaibi′b · · · i′k]

+
∑
a>b

(−1)a+b[i0 · · · ibi′b · · · î′a · · · i′k]

dUn(fI) =
∑
a<b

(−1)b+a[i0 · · · îa · · · ibi′b · · · i′k]

+
∑
a>b

(−1)b+a+1[i0 · · · ibi′b · · · îa · · · i′k]

+

k∑
b=0

(−1)b+b[i0 · · · ib−1i
′
b · · · i′k]

+

k+1∑
b=1

(−1)b−1+b[i0 · · · ib−1i
′
b · · · i′k]

so almost everything cancels out and we have

(dUn + Und)(fI) = [i′0 · · · i′k]− [i0 · · · ik] = ϕc′n(fI)− ϕcn(fI).

Notation. Let F I = FI × id[0,1] : ∆
k × [0, 1]→ ∆n × [0, 1].

Lemma 1.10. The following diagram commutes:

S∗(∆
k) S∗(∆

n)

C∗+1(∆
k × [0, 1]) C∗+1(∆

n × [0, 1])

ϕI

Uk Un

F I#

Proof. Checking definitions.

Theorem 1.11. Suppose g0, g1 : X → Y are homotopic then g0# ∼ g1#.

Proof. Let G : X × [0, 1]→ Y be the homotopy. Define

Gσ : ∆n × [0, 1]→ Y

(v, t) 7→ G(σ(v), t)

13



1 Homology

Then Gσ◦FI
= Gσ ◦ F I . Define

h : C∗(X)→ C∗+1(Y )

σ 7→ Gσ#(Un(f0···n))

then

dh(σ) = dGσ#(Un(f0···n)) = Gσ#(dUn(f0···n))

hd(σ) = h(
∑

(−1)jσ ◦ Fĵ)

=
∑

(−1)jGσ◦Fĵ#
(Un−1(f0···n−1))

=
∑

(−1)jGσ#F ĵ#(Un−1(f0···n−1))

=
∑

(−1)jGσ#(Un(ϕĵ(f0···n−1))) by lemma

= Gσ#(Un(
∑

(−1)jϕĵ(f0···n−1)))

= Gσ#(Und(f0···n))

so

(dh+ hd)(σ) = Gσ#(Und+ dUn)(f0···n)

= Gσ#((ϕi′n − ϕin)(f0···n))
= Gσ#(i

′
n − in)

= g1 ◦ σ − g0 ◦ σ
= g1#(σ)− g0#(σ)

Corollary 1.12. If g0, g1 : X → Y are homotopic then g0∗ = g1∗ : H∗(X)→
H∗(Y ).

Corollary 1.13. If X are Y are homotopy equivalent then H∗(X) ∼= H∗(Y ).

Proof. X ∼ Y so we have f : X → Y, g : Y → X with f ◦ g ∼ idY , g ◦ f ∼ idX .
Then

f∗ ◦ g∗ = (f ◦ g)∗ = (idY )∗ = idH∗(Y )

and similarly g∗ ◦ f∗ = idH∗(X) so g∗ and f∗ are inverses to each other.

Corollary 1.14. If X is contractible then

H∗(X) =

{
Z ∗ = 0

0 ∗ > 0

14
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1.4 Homology of a pair
1.4.1 Exact sequence

Suppose we have a sequence

· · · Ai+1 Ai Ai−1 · · ·fi+1 fi fi−1

where Ai’s are R-modules and fi’s are homomorphisms.

Definition (exact sequence). We say the sequence is exact at Ai if ker fi =
im fi+1. We say the sequence is exact if it is exact at all Ai.

In other words, the sequence is exact is the same as saying (A∗, f) is a chain
complex with H∗(A) = 0.

Example.

1. 0 A Bι is exact at A if and only if ι is injective.

2. B C 0π is exact at C if and only if π is surjective.

3. 0 A 0 is exact if and only if A = 0.

4. 0 A B 0
f is exact if and only if f : A → B is an

isomorphism.

5. 0 A B C 0ι π is exact if and only if ι : A ↪→ B
and π : B → C is a surjection with kernel imA. This is called a short
exact sequence (SES). In particular, a long exact sequence gives a bunch
of short exact sequences

0 coker fi+2 Ai ker fi−1 0
fi+1 fi

Definition. A sequence

0 A∗ B∗ C∗ 0ι π

is a SES of chain complexes if

1. A∗, B∗, C∗ are chain complexes and ι, π are chain maps.

2. 0 Ai Bi Ci 0ι π is a exact for all i.

Proposition 1.15 (snake lemma). If

0 A∗ B∗ C∗ 0ι π

15
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is a SES of chain complexes then there is a long exact sequence on homology

H∗(A) H∗(B) H∗(C)

H∗−1(A) H∗−1(B) H∗−1(C)

H∗−2 · · ·

ι∗ π∗

∂

ι∗ π∗

∂

where the map ∂ is called the boundary map.
Proof. The map ∂ is defined as follow: suppose given [c] ∈ Hn(C) so dc = 0.

1. π is surjective so exists b ∈ Bn with π(b) = c.

2. πdb = dπb = dc = 0.

3. The sequence is exact at Bn−1 so exists a ∈ An−1 with ιa = db.

4. ιda = dιa = ddb = d2b = 0 so by injectivity of ι, da = 0.

5. Finally define ∂([c]) = [a].

0 An Bn Cn 0

0 An−1 Bn−1 Cn−1 0

ι

d

π

d d

We have to check this is well-defined and the resulting sequence is exact. We
check exactness at Hn−1(A):

[a] ∈ ker ι∗ ⇐⇒ ιa = db for some b ∈ Bn
⇐⇒ [a] = ∂[πb]

⇐⇒ [a] ∈ im ∂

The rest are left as exercises.

Example. Recall that if X 6= ∅, we can express unreduced homology as

H∗(X) =

{
H̃∗(X) ∗ > 0

H̃∗(X)⊕ Z ∗ = 0

We can show this using the snake lemma. Let K∗ = 〈σ∅〉 if ∗ = −1 and 0
otherwise, then

H∗(K) =

{
〈σ∅〉 ∗ = −1
0 ∗ 6= −1

so we have a SES

0 K∗ C̃∗(X) C∗(X) 0

so we have a long exact sequence that looks like

H∗(K) H̃∗(X) H∗(X) H∗−1(K)

16
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so for ∗ > 0, H̃∗(X) ∼= H∗(X). The only interesting bit is at ∗ = 0 which gives

0 H̃0(X) H0(X) Z H̃−1(X) 0∂

Let p ∈ X be any point and let σp : ∆0 → X be an element of H0. As
dσp = σ∅, we have ∂[σp] = σ∅ so ∂ is surjective. Thus H̃−1(X) = 0 and
H0(X) ∼= H̃0(X)⊕ Z by example sheet 1 question 3.

1.4.2 Subcomplexes and quotient complexes

Definition (subcomplex, quotient complex). Suppose (C∗, d) is a chain
complex. We say A∗ is a subcomplex of C∗ if

1. A∗ =
⊕

i∈ZAi where Ai ⊆ Ci is a submodule.

2. d(Ai) ⊆ Ai−1.

If so then (A∗, d) is a chain complex.
Let Qi = Ci/Ai then d : Ci → Ci−1 induces dQ : Qi → Qi−1 with

d2Q = d2 = 0. Call (Q∗, dQ) the quotient complex.
In other words, there is a SES

0 A∗ C∗ Q∗ 0

Suppose A ⊆ X. If σ : ∆k → X has imσ ⊆ A then σ◦F{0,...,k}\{j} : ∆k−1 →
X has image in A as well, so dσ ∈ C∗(A). Therefore C∗(A) is a subcomplex of
C∗(X). We then define

Definition (homology of a pair). If A ⊆ X, we define

C∗(X,A) = C∗(X)/C∗(A)

and H∗(X,A) = H∗(C∗(X,A)) is the homology of the pair (X,A).

We have the SES

0 C∗(A) C∗(X) C∗(X,A) 0

whose corresponding long exact sequence is the long exact sequence of the pair
(X,A)

· · · H∗(A) H∗(X) H∗(X,A) H∗−1(A) · · ·ι∗ ∂

where ι : A ↪→ X is the inclusion.

Example. Let (X,A) = (D1, S0). We have

H∗(S
0) =

{
Z⊕ Z ∗ = 0

0 ∗ 6= 0
H∗(D

1) =

{
Z ∗ = 0

0 ∗ 6= 0

17
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so the long exact sequence of the pair (D1, S0) gives

H1(D
1) H1(X,A) H0(S

0) H0(D
1) H0(X,A) 0

0 Z⊕ Z Z

It is an exercise to check the map H0(S
0) → H0(D

1) is surjective and thus
H1(X,A) ∼= Z.

Induced maps Suppose f : (X,A) → (Y,B) is a map of pairs, meaning
f : X → Y and f(A) ⊆ B. Then if σ : ∆k → A then f# : C∗(X) → C∗(Y )
is such that f#(σ) = f ◦ σ : ∆k → B so f#(C∗(A)) ⊆ C∗(B) and hence f#
descends to a chain map f (q)# : C∗(X)/C∗(A)→ C∗(Y )/C∗(B), which we usually
just write f# : C∗(X,A) → C∗(Y,B). We define f∗ : H∗(X,A) → H∗(Y,B) to
be the induced map.

Lemma 1.16. Suppose

0 A∗ B∗ C∗ 0

0 A′
∗ B′

∗ C ′
∗ 0

ι

f

π

f f

ι′ π′

is a commutative diagram of chain complexes and chain maps, and the rows
are exact. Then we have a commutative diagram of long exact sequences

H∗(A) H∗(B) H∗(C) H∗−1(A) · · ·

H∗(A
′) H∗(B

′) H∗(C
′) H∗−1(A

′) · · ·

f∗ f∗

∂

f∗ f∗

∂′

Proof. We check the square involving ∂ and ∂′ commutes and the rest are left
as exercises. If [c] ∈ Hn(C), pick b ∈ Bn, a ∈ An−1 with πb = c, ιa = db. Then
∂[c] = [a]. Let a′ = fa, b′ = fb, c′ = fc. Then π′b′ = c′ and ι′a′ = db′ so
∂′[c′] = [a′]. Then

∂′f∗[c] = f∗[a] = f∗∂[c].

In the language of category theory, this says that there is a functor from the
category of short exact sequences with morphisms satisfying the hypothesis of
the lemma to the category of long exact sequences of R-modules with morphisms
satisfying the conclusion.

Corollary 1.17. If f : (X,A) → (X,B) then there is a commutative dia-

18
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gram

H∗(A) H∗(X) H∗(X,A) H∗−1(A) · · ·

H∗(B) H∗(Y ) H∗(Y,B) H∗−1(B) · · ·

f∗ f∗

∂

f∗ f∗

∂′

Proof. We have a commutative diagram of SES

0 C∗(A) C∗(X) C∗(X,A) 0

0 C∗(B) C∗(Y ) C∗(Y,B) 0

f# f# f#

Homotopy invariance If g0, g1 : (X,A)→ (Y,B) are homotopic as maps of
pairs then g0∗ = g1∗ : H∗(X,A)→ H∗(Y,B).

Proof. The maps g0#, g1# : C∗(X) → C∗(Y ) are chain homotopic via h(σ) =
Gσ#(Un(f0···n)) where σ : ∆n → X and G : X × [0, 1]→ Y is a homotopy such
thatG(A×[0, 1]) ⊆ B. If σ : ∆n → A thenGσ : ∆n×[0, 1] ⊆ B so h(σ) ∈ C∗(B),
i.e. h(C∗(A)) ⊆ C∗(B) so it descends to h(q) : C∗(X)/C∗(A) → C∗(Y )/C∗(B)
with

dh(q) + h(q)d = g
(q)
1# − g

(q)
0#

so g(q)1# ∼ g
(q)
0# : C∗(X,A)→ C∗(Y,B).

Reduced homology Define C̃∗(X,A) = C̃∗(X)/C̃∗(A) and similarly H̃∗(X,A) =

H∗(C̃∗(X,A)). Again we have a long exact sequence of pairs.

Example.

1. H∗(X,A) = H̃∗(X,A) if A 6= ∅.

Proof. In fact they are isomorphic on the chain complex level: we have

C̃∗(X) ∼= C∗(X)⊕ 〈σ∅〉, C̃∗(A) ∼= C∗(A)⊕ 〈σ∅〉

so
C̃∗(X,A) = C̃∗(X)/C̃∗(A) ∼= C∗(X)/C∗(A) = C∗(X,A).

2. If p ∈ X then
H̃∗(X) ∼= H̃∗(X, p) ∼= H∗(X, p).

Proof. Recall that H̃∗({p}) = 0 so we have a long exact sequence

H̃∗({p}) H̃∗(X) H̃∗(X, p) H̃∗−1({p})

0 0

π∗

so π∗ is an isomorphism.

19



1 Homology

3. H∗(D
n, Sn−1) ∼= H̃∗−1(S

n−1).

Proof. Dn is contractible so H̃∗(D
n) = 0. Then by considering the long

exact sequence we again have ∂ : H̃∗(D
n, Sn−1) → H̃∗−1(S

n−1) an iso-
morphism.

So far we have developed a lot of theory and are able to make certain sim-
plifications of homology groups, but we haven’t computed anything (that isn’t
contractible) explicitly. However, with the help of the following tool, which
will be proven in the next section, we can compute virtually the homology of
everything.

Collapsing a pair

Definition (deformation retraction). A ⊆ U is a deformation retraction of
U if exists π : (U,A)→ (A,A) with ι ◦ π ∼ id(U,A) as maps of pairs.

Example. Sn−1 is a deformation retraction of Dn \ {0} via π(v) = v
‖v‖ .

Definition (good pair). The pair (X,A) is good if

1. A ⊆ X is closed.

2. there is some U ⊆ X open, A ⊆ U and A is a deformation retract of
U .

Example.

1. (Dn, Sn−1) is good as we can take U = Dn \ {0}.

2. (Dn, Dn \ {0}) is not good as Dn \ {0} is not closed.

3. A = { 1n : n ∈ Z \ {0}} ∪ {0} ⊆ R is closed but (R, A) is not good.

4. A pair consisting of a smooth manifold and a compact submanifold is
good.

5. A pair consisting of a simplicial complex and a subcomplex is good.

If A ⊆ X, we have a quotient map

π : (X,A)→ (X/A,A/A) = (X/A, {pA}).

Theorem 1.18 (collapsing a pair). If a pair (X,A) is good then π∗ :

H∗(X,A)→ H∗(X/A, {pA}) ∼= H̃∗(X/A) is an isomorphism.

We defer the proof to the end of next section. For now let’s see some appli-
cations.
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Proposition 1.19. The reduced homology of Sn is

H̃∗(S
n) =

{
Z ∗ = n

0 ∗ 6= n

Proof. Induction on n. When n = 0 then S0 = {−1, 1} so

H∗(S
0) = H∗({−1})⊕H∗({1}) =

{
Z⊕ Z ∗ = 0

0 ∗ 6= 0

As H0(X) ∼= H̃0(X) ⊕ Z, the result holds for n = 0. We know Dn/Sn−1 ∼= Sn

so inductively

H̃∗(S
n) ∼= H∗(D

n, Sn−1) collapsing a pair
∼= H̃∗−1(S

n−1) computation above

=

{
Z ∗ = n

0 ∗ 6= n

Corollary 1.20.

1. Sn is not contractible.

2. If Sn ∼= Sm then n = m.

Corollary 1.21. The map id : Sn → Sn does not extend to Dn+1, i.e. there
does not exists F : Dn+1 → Sn such that F ◦ ι = idSn .

Proof. By functoriality F∗◦ι∗ = idH̃∗(Sn) butDn+1 is contractible so H̃∗(D
n+1) =

0 so ι∗ is the zero map. Absurd.

Corollary 1.22. πn(Sn, ∗) is nontrivial.

Proof. f : Sn → X is homotopic to a constant if and only if f extends to Dn+1

so idSn 6= 0 in πn(S
n, ∗).

Example (homology of torus). Let X = S2, A = S0 = {p, q} ⊆ S2. Claim that
H∗(X,A) = Z if ∗ = 1, 2 and 0 otherwise, which easily follows from the long
exact sequence of reduced homologies for the pair (X,A).

Let Y = T 2 = S1 × S1. Let B = S1 × 1 ⊆ T 2. Note that Y/B ∼= X/A so we
know H̃∗(T

2, B). Then the long exact sequence for (T 2, B) gives

H̃2(B) H̃2(T
2) H̃2(T

2, B)

H̃1(B) H̃1(T
2) H̃1(T

2, B)

H̃0(B) H̃0(T
2) H̃0(T

2, B)

ι∗
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Claim that ι∗ : H1(B)→ H1(T
2) is injective: let π : S1×S1 → S1 be projection

onto the first factor, then π ◦ ι = idS1 so π∗ ◦ ι∗ = idH∗(S1).
Then the long exact sequence splits into SES’s

0 H2(T
2) H2(T

2, B) ker ι∗ 0

Z 0

0 H1(B) H1(T
2) H1(T

2, B) 0

Z Z

so in summary

H∗(T
2) =


Z ∗ = 0, 2

Z2 ∗ = 1

0 otherwise

1.5 Subdivide, Excise & Collapse
1.5.1 Subdivision

Suppose U = {Uα} is an open cover of X.

Notation. In this subsection, if σ : ∆k → X, write σ E U if imσ ⊆ Uα for
some α.

Definition. We define

CU
k (X) = 〈σ : ∆k → X,σ E U〉.

If imσ ⊆ Uα then imσ ◦ FI ⊆ Uα so CU
∗ (X) is a subcomplex of C∗(X). Let

ι : CU
∗ (X)→ C∗(X) be the inclusion.

Theorem 1.23 (subdivision). ι∗ : HU
∗ (X)→ H∗(X) is an isomorphism.

Sketch proof. The idea is as follow: suppose we have an open cover {U1, U2}.
Given [σ] ∈ H1(X), by example sheet 1 question 1 we can replace [σ] by [σ1]+[σ2]
and so on, and eventually each σi will be contained in one of the Ui’s. The
difficulty is to find an efficient way to write down this process. See the lecture
handout for details.

Suppose U1, U2 ⊆ X open and U1 ∩ U2 = X, i.e. U = {U1, U2} is an open
cover of X. Then we have a diagram of inclusions

U1 ∩ U2 U1

U2 X

i1

i2 j1

j2
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Proposition 1.24 (Mayer-Vietoris sequence). There is a long exact se-
quence

H∗(U1 ∩ U2) H∗(U1)⊕H∗(U2) H∗(X)

H∗−1(U1 ∩ U2) H∗−1(U1)⊕H∗−1(U2) H∗−1(X)

· · ·

i1∗⊕i2∗ j1∗−j2∗

∂

i1∗⊕i2∗ j1∗−j2∗

∂

Proof. There is a SES

0 C∗(U1 ∩ U2) C∗(U1)⊕ C∗(U2) CU
∗ (X) 0

i1#⊕i2# j1#−j2#

Take LES on homology and use HU
∗ (X) ∼= H∗(X).

There is a similar sequence for reduced homologies.

Example. Let X = Sn, U1 = Sn − {p}, U2 = Sn − {q} so U1 ∩ U2 ∼ Sn−1.
Then the Mayer-Vietoris sequence gives

H̃∗(U1)⊕ H̃∗(U2) H̃∗(S
n) H̃∗−1(U1 ∩ U2) H̃∗−1(U1)⊕ H̃∗−1(U2)

0 0

so H̃∗(S
n) ∼= H̃∗−1(S

n−1). Note that this is the same calculation as before using
collapsing. This is a general principle: anything that can be calculated using
Mayer-Vietoris can be calculated by collapsing subspace, and vice versa.

1.5.2 Excision

Suppose A ⊆ X and U is an open cover of X. Let UA = {Uα ∩ A} be an open
cover of A. Then CUA

∗ (A) is a subcomplex of CU
∗ (X). We define CU

∗ (X,A) =
CU

∗ (X)/CUA
∗ (A) and we would like to show it is isomorphic to C∗(X,A).

Lemma 1.25 (five lemma). Suppose

A1 A2 A3 A4 A5

B1 B2 B3 B4 B5

f1 f2 f3 f4 f5

is a commutative diagram of exact sequences. If f1, f2, f4, f5 are all isomor-
phisms then so is f3.

Proof. Example sheet.
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Corollary 1.26. HU
∗ (X,A)

∼= H∗(X,A).

Proof. There is a map of SES’s

0 CUA
∗ (A) CU

∗ (X) CU
∗ (X,A) 0

0 C∗(A) C∗(X) C∗(X,A) 0

so we have a commutative diagram of long exact sequences

HUA
∗ (A) HU

∗ (X) HU
∗ (X,A) HU

∗−1(A) HU
∗−1(X)

H∗(A) H∗(X) H∗(X,A) H∗−1(A) H∗−1(X)

The four solid arows are isomorphisms by subdivision by the dotted arrow is
also an isomorphism by five lemma.

Suppose B ⊆ A ⊆ X and j : (X −B,A−B)→ (X,A) is the inclusion.

Theorem 1.27 (excision). If the closure of B is contained in the interior
of A then j∗ : H∗(X −B,A−B)→ H∗(X,A) is an isomorphism.

Proof. As the B ⊆ IntA, U = {X −B, IntA} is an open cover of X. Then

CU
∗ (X) = 〈σ E U : imσ ∩B = ∅〉 ⊕ 〈σ E U : imσ ∩B 6= ∅〉 as a group

= CU ′

∗ (X −B)⊕ 〈σ : imσ ⊆ IntA〉

where U ′ = UX−B . Similarly

CUA
∗ (A) = C

U ′
A

∗ (A−B)⊕ 〈σ : imσ ⊆ IntA〉

so
CU

∗ (X)

CU
∗ (A)

∼=
CU ′

∗ (X −A)
C

U ′
A

∗ (A−B)

so jU# : CU ′

∗ (X − B,A − B) → CU
∗ (X,A) is an isomorphism. Then we have a

commutative diagram

CU ′

∗ (X −B,A−B) CU
∗ (X,A)

C∗(X −B,A−B) C∗(X,A)

jU#

ι′∗ ι∗

j#

By the corollary ι′∗ and ι∗ are isomorphisms, and jU∗ is an isomorphism since jU#
is. Thus j∗ is an isomorphism.

Example.

1. H∗(Rn,Rn − p) = Z if ∗ = n and 0 otherwise.
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Proof. Rn − p ∼= Rn − 0 ∼ Sn−1 so LES of (Rn,Rn − p) is

H̃∗(Rn) H̃∗(Rn,Rn − p) H̃∗−1(Rn − p) H̃∗−1(Rn)

0 0

∂

so ∂ : H∗(Rn,Rn − p)→ H∗−1(Rn − p) is an isomorphism.

Note that this does not equal to H̃∗(Rn/(Rn − p)), which is a two-point
non-Hausdorff space whose homology does not even depend on n.

2. If U ⊆ Rn is open then H∗(U,U − p) = Z if ∗ = n and 0 otherwise.

Proof. C = Rn − U is closed in Rn so C ⊆ Rn − p. Thus by excision

H∗(Rn,Rn − p) ∼= H∗(Rn − C,Rn − p− C) = H∗(U,U − p).

Corollary 1.28. If U ⊆ Rn, V ⊆ Rm are open and U ∼= V then n = m.

Therefore open subsets of Euclidean spaces have an intrinsic dimension that
is invariant under homeomorphism.

Proof. If f : U → V is a homeomorphism then so is f : (U,U−p)→ (V, V −f(p))
so H∗(U,U − p) ∼= H∗(V, V − f(p)).

Deformation retraction Suppose A ⊆ U and let i : A→ U be the inclusion.
If π : U → A, we have maps of pairs

(U,A)
π̃−→ (A,A)

ι̃−→ (U,A).

Definition (deformation retraction). π : U → A is a deformation retraction
if ι̃ ◦ π̃ ∼ id(U,A) as maps of pairs.

Thus ι ◦ π ∼ idU , π ◦ ι ∼ idA so in particular A ∼ U .

Lemma 1.29. If π : U → A is a deformation retraction then so is π′ :
U/A→ A/A.

Lemma 1.30. Suppose B ⊆ A ⊆ X. Then there is a LES

H∗(A,B) H∗(X,B) H∗(X,A) H∗−1(A,B) · · ·i∗ j∗ ∂

where i∗, j∗ are induced by inclusions of pairs.
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Proof. There is a SES

0
C∗(A)

C∗(B)

C∗(X)

C∗(B)

C∗(X)

C∗(A)
0

i# j#

Lemma 1.31. Suppose A ⊆ U ⊆ X and A is a deformation retraction of
U then ι∗ : H∗(X,A)→ H∗(X,U) is an isomorphism.

Proof. ι : A → U is a homotopy equivalence so ι∗ : H∗(A) → H∗(U) is an
isomorphism. The LES of (U,A) gives

0 coker ι
(n)
∗ H∗(U,A) ker ι

(n−1)
∗ 0

0 0

so H∗(U,A) = 0. Now the LES for the triple (X,U,A) gives

H∗(U,A) H∗(X,A) H∗(X,U) H∗−1(U,A)

0 0

Recall that (X,A) is a good pair if A ⊆ X is closed and exists U ⊆ X open
such that A ⊆ U is a deformation retraction.

Theorem 1.32 (collapsing a pair). If (X,A) is good then π∗ : H∗(X,A)→
H∗(X/A,A/A) is an isomorphism.

Proof. We have a commutative diagram

H∗(X,A) H∗(X,U) H∗(X −A,U −A)

H∗(X/A,A/A) H∗(X/A,U/A) H∗(X/A−A/A,U/A−A/A)

i∗

π1∗ π2∗

j∗

π3∗

i′∗ j′∗

Note π3 : (X −A,U −A)→ (X/A−A/A,U/A−A/A) is a homeomorphism. A
is closed, U is open so A ⊆ IntU so by excision j∗, j

′
∗ are isomorphisms. Thus

π2∗ is an isomorphism. i∗, i′∗ are isomorphisms by Lemma 1.31 and Lemma 1.29
so π1∗ is also an isomorphism.

1.6 Maps Sn → Sn

Fix generators [Sn] for H̃n(S
n) ∼= Z as follow: for S0 = {±1}, [S0] = σ+1−σ−1

generates H̃0(S
0). We have isomorphisms

H̃n(S
n) Hn(D

n, Sn−1) Hn(I
n, ∂In)

H̃n−1(S
n−1)

p∗ f∗

∂

and use it to inductively define generators of H̃n(S
n).
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Definition (degree). If f : Sn → Sn then f∗([Sn]) = k[Sn] for some k ∈ Z.
We call deg f∗ = k the degree of f : Sn → Sn.

Proposition 1.33.

1. deg(f ◦ g) = deg f · deg g by functoriality.

2. If f ∼ g then deg f = deg g by homotopy invariance.

3. deg idSn = 1.

4. If f : Sn → Sn is constant then deg f = 0.

5. If f : Sn → Sn is a homeomorphism then deg f = ±1.

Proposition 1.34. If ρ : Sn → Sn is a reflection in a hyperplane then
deg ρ = −1.

Corollary 1.35. If A : Sn → Sn, v 7→ −v is the antipodal map then
degA = (−1)n+1.

Proof. A = ρ1 ◦ ρ2 ◦ · · · ◦ ρn+1 where ρi(v) = (v1, v2, . . . ,−vi, vi+1, . . . , vn+1) is
a reflection.

Corollary 1.36. If n is even then A � idSn .

To show reflection has degree −1, we begin by considering reflection of the
unit square in the first coordinate R : In → In, (x1, x) 7→ (1− x1, x).

Lemma 1.37. [α] + [α ◦R] = 0 in πn(X, p), i.e. [α ◦R] = −[α].

Proof. Exercise.

Corollary 1.38. R∗[I
n, ∂In] = −[In, ∂In].

Proof. 0 = [α+ α ◦R] = [α] + degR[α].

Proof of Proposition 1.34. There is a homeomorphism f : (In, ∂In)→ (Dn, Sn−1)
with f ◦R = ρ1 ◦ f where ρ1 : Dn → Dn, (x1, x) 7→ (−x1, x) so ρ1∗[Dn, Sn−1] =
−[Dn, Sn−1]. Then

ρ1∗[S
n−1] = ρ1∗∂[D

n, Sn−1] = ∂ρ1∗[D
n, Sn−1] = −∂[Dn, Sn−1] = −[Sn−1]

so deg ρ1 = −1. As any two reflections are homotopic, we have deg ρ = −1.

1.6.1 Hurewicz homomorphism
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Definition (Hurewicz homomorphism). The Hurewicz homomorphism is

ψ : πn(X, p)→ Hn(X)

[α̃] 7→ α̃∗[S
n]

where α̃ : (Sn, ∗)→ (X, p). If we write

(Sn, ∗) (X, p)

(In, ∂In)

α̃

π
α

then equivalently ψ([α]) = α∗[I
n, ∂In].

ψ is well-defined: if α ∼ β then α∗ = β∗.

Proposition 1.39. ψ is a homomorphism, that is ψ([α + β]) = ψ([α]) +
ψ([β]).

Therefore

ψ : πn(S
n,+)→ Hn(S

n) ∼= Z
f 7→ deg f

is a homomorphism. As ψ(idSn) = 1, ψ is surjective.
To prove the Hurewicz homomorphism is indeed a homomorphism we need

the notion of coproduct in the category of pointed spaces.

Definition (wedge). If {(Xα, pα)}α∈A is a collection of spaces Xα and pα ∈
Xα then the wedge is ∨

α∈A
(Xα, pα) =

∐
Xα/

∐
pα

Usually we consider the case Xα’s are homogeneous, i.e. if p, q ∈ Xα then
there is a homeomorphism fpq : Xα → Xα with fpq(p) = q. The typical
example is a connected manifold. We can drop pα’s from the notation if Xα’s
are homogeneous.

Lemma 1.40. If (Xα, pα) is a good pair for all α ∈ A then there are
isomorphisms ⊕

α∈A
H̃∗(Xα)→ H̃∗(

∨
α∈A

(Xα, pα))
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induced by ι =
∑
ια∗, π =

⊕
πα∗ where ια : Xα →

∨
α∈A(Xα, pα) and

πα :
∨
α∈A

(Xα, pα)→ Xα

x 7→

{
x x ∈ Xα

pα otherwise

Proof. We have isomorphims⊕
H̃∗(Xα) ∼=

⊕
H∗(Xα, pα) ∼= H∗(

∐
Xα,

∐
pα) ∼= H̃∗(

∐
Xα/

∐
pα)

Composing these gives ι. Check that π ◦ ι = id.

If fα : (Xα, pα)→ (Y, q) then we define∨
fα :

∨
Xα → Y

x 7→ fα(x)

if x ∈ Xα.

Corollary 1.41. We have a commutative diagram

H̃∗(
∨
Xα) H̃∗(Y )

⊕
H̃∗(Xα)

(
∨
fα)∗

π∗ ∑
fα∗

Proof. Note (
∨
fα) ◦ ια = fα and use the lemma.

Proposition 1.42. ψ([α+ β]) = ψ([α]) + ψ([β]).

Proof. Given α, β : (Sn, ∗) → (X, p), we can consider them as maps from
(In, ∂In) and glue them along the boundary to get a map α + β : (Sn, ∗) →
(X, p). The common boundary is an equator C and Sn/C ∼= Sna ∨Snb . Then we
have a commutative diagram

Sn X

Sn/C

α+β

π
α∨β

so

(α+ β)∗[S
n] = (α ∨ β)∗π∗[Sn] = α∗pa∗π∗[S

n] + β∗pb∗π∗[S
n] = α∗[S

n] + β∗[S
n]

In general the Hurewicz homomorphism is neither injective nor surjective.
For example exists n > 2 such that πn(S2, ∗) is nontrivial but Hn(S

2) = 0 for all
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n > 2. On the other hand, if α : S2 → T 2 is a map then it lifts to α̃ : S2 → R2

so
α∗[S

2] = p∗α̃∗[S
2] = 0

since H2(R2) = 0. But we know H2(T
2) 6= 0 so the map is not surjective.

The following is an important result, although we will neither prove it nor
use it in this course:

Theorem 1.43 (Hurewicz). Suppose X is path-connected. Then H1(X) =
π1(X, ∗)/[π1, π1], the abelianisation of π1. If πi(X) is trivial for 1 ≤ i ≤ n
then ψ : πn+1(X) → Hn+1(X) is an isomorphism and Hi(X) = 0 for all
i ≤ n.

Corollary 1.44. If π1(X) = 1 and Hi(X) = 0 for 1 ≤ i ≤ n then πi(X) is
trivial for 1 ≤ i ≤ n and πn+1(X) ∼= Hn+1(X).

Corollary 1.45. πn(Sn) = Z, πi(Sn) = 0 for i < n.

1.6.2 Local degree

If p ∈ Sn then Sn−p ∼= Rn is contractible so π∗ : Hn(S
n)→ Hn(S

n, Sn−p) is an
isomorphism. Let [Sn, Sn−p] = π∗[S

n]. Let U ⊆ Sn be an open neighbourhood
of p so ι∗ : Hn(U,U − p)→ Hn(S

n, Sn − p) is an isomorphism by excision. Let
[U,U − p] = ι−1

∗ [Sn, Sn − p].
Suppose f : Sn → Sn with f−1(p) = {q1, . . . , qN} finite. Pick Ui ⊆ Sn open

such that qi ∈ Ui and Ui∩Uj = ∅ for i 6= j. Then f : (Ui, Ui−qi)→ (Sn, Sn−p)
has f∗[Ui, Ui − qi] = k[Sn, Sn − p] for some k ∈ Z.

Definition (local degree). The local degree of f at qi ∈ f−1(p) is degqi f =
k.

Note that finiteness of f−1(p) guarantees degqi f is well-defined.

Theorem 1.46. If f : Sn → Sn with f−1(p) = {q1, . . . , qN} finite then

deg f =

N∑
i=1

degqi f.

Proof. Consider the following commutative diagram

Hn(S
n) Hn(S

n)

Hn(S
n, Sn − f−1(q)) Hn(S

n, Sn − p)

⊕
Hn(S

n, Sn − qi)
⊕
Hn(Ui, Ui − qi)

f

π∗

γ f ′

ι∗ g
j∗
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where g[Ui, Ui− qi] = degqi f [S
n, Sn−p]. ι∗ is an isomorphism by excision. Let

α = f ′ ◦ π∗, β = g ◦ β′ where β′ = ι−1
∗ ◦ π1, then

α[Sn] = deg f [Sn, Sn − p] = β[Sn].

Claim that β′[Sn] =
⊕

[Ui, Ui − qi], and then it follows that

β[Sn] =
∑

degqi f [S
n, Sn − p]

so the result follows. But this is because

β′[Sn] = j−1
∗ ◦ γ[Sn] = j−1

∗ (
⊕

[Sn, Sn − qi]) =
⊕

[Ui, Ui − qi].

1.7 Cellular homology

Definition (attaching cell). If A ⊆ X,B ⊆ Y, f : B → A then

X ∪f Y = X q Y/(b ∼ f(b))

for all b ∈ B.
If (Y,B) = (Dk, Sk−1) we say X ∪f Dk is obtained by attaching a k-cell

to X.

Definition (cell complex). An n-dimensional finite cell complex (FCC) is

1. a space X,

2. closed subspaces ∅ = X−1 ⊆ X0 ⊆ · · ·Xn = X where Xk is the
k-skeleton, such that

3. Xk is obtained by attaching finitely many k-cells to Xk−1, i.e. there is a
finite set Ak and maps ια : Dk → Xk for α ∈ K such that ια(Sk−1) ⊆
Xk−1 and

∐
ια :

∐
IntDk → Xk −Xk−1 is a homeomorphism.

Example.

1. X = Sk. Then X has the structure of a k-dimensional cell complex with
exactly 1 0-cell and 1 k-cell.

2. X =
∨
n S

k has 1 0-cell and n k-cells. Conversely, any cell complex with
this structure must be a wedge of spheres.

3. In general a space has many different cell complex structures. For example
letX = S1. ThenX can be obtained by gluing two arcs on their endpoints,
so has the 2 0-cells and 2 1-cells.

4. X = T 2. It has 1 1-cell, 2 1-cells (an equator and a meridian), and 1
2-cell.

The next important example is
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Definition (complex projective space). The n-dimensional complex projec-
tive space is

CPn = (Cn+1 − 0)/C∗ = {z ∈ Cn+1 : ‖z‖ = 1}/C∗ = S2n+1/C∗.

The map π : S2n+1 → CPn is called the Hopf map.

We write [z0 : z1 : · · · zn] for the equivalence class of (z0, . . . , zn) in CPn.
Note that CPn−1 → CPn by adding 0 to the last coordinate. Consider

ι : D2n → CPn

(z0, . . . zn−1) 7→ [z0 : · · · : zn−1 : 1− ‖z‖]

Have ι(S2n−1) ⊆ CPn−1. Can check that ι|IntD2n : IntD2n → CPn − CPn−1

is a homeomorphism, so CPn is obtained by attaching a 2n-cell to CPn−1. By
induction we see CPn is a FCC with one cell of dimension 0, 2, . . . , 2n. In
particular CP2 ∼= S2.

Claim that

H∗(CPn) =

{
Z ∗ = 0, 2, . . . , 2n

0 otherwise

Proof. Induction on n. CP0 = {p}. In general, (CPn,CPn−1) is a good pair so

H∗(CPn,CPn−1) ∼= H̃∗(CPn/CPn−1) = H̃∗(S
2n) =

{
Z ∗ = 2n

0 otherwise

In the LES of (CPn,CPn−1), the boundary map ∂ : H2n(CPn,CPn−1) →
H2n−1(CPn−1) = 0 by induction. So we get

0 H∗(CPn−1) H∗(CPn) H∗(CPn,CPn−1) 0

but H∗(CPn,CPn−1) is free so we have

H∗(CPn) = H∗(CPn−1)⊕H∗(CPn,CPn−1)

Definition (real projective space). The real projective space is

RPn = (Rn−1 − {0})/R∗ = Sn/(x ∼ −x).

The same argument shows that RPn is a FCC with one cell of dimension
0, 1, . . . , n. The attaching map ι : Sn−1 → RPn−1 is projection. This time there
is no trick to bypass the computation. We need to develop the theory of celluar
chain complex.

Definition (cellular homology). IfX is a n-dimensional FCC with k-skeleton
Xk we define Ccell

k (X) = Hk(Xk, Xk−1) and dk : Ccell
k (X)→ Ccell

k−1(X) to be
the boundary map in LES of triple (Xk, Xk−1, Xk−2).

Define ∂k : Hk(Xk, Xk−1) → Hk−1(Xk−1) to be the boundary map in LES
of (Xk, Xk−1) and πk−1 : Hk−1(Xk−1)→ Hk−1(Xk−1, Xk−2).
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Lemma 1.47. dk = πk−1∂k.

Proof. Suppose [c] ∈ Hk(Xk, Xk−1) for some c ∈ Ck(Xk) such that dc ∈
Ck−1(Xk−1). Then

∂k[c] = [dc] ∈ Hk−1(Xk−1)

dk[c] = [dc] ∈ Hk−1(Xk−1, Xk−2)

so the result follows.

Corollary 1.48. dcell ◦ dcell = 0.

Proof. By lemma dcellk dcellk+1 = πk−1∂kπk∂k+1. But in LES of (Xk, Xk−1) we have

Hk(Xk) Hk(Xk, Xk−1) Hk−1(Xk−1)
πk ∂k

so ∂kπk = 0.

Therefore we indeed have a chain complex. We can describe Ccell
∗ (X) more

explicitly. Have maps ια : Dk → Xk where ια(Sk−1) ⊆ Xk−1. (Xk, Xk−1) is
good so

Hk(Xk, Xk−1) = H̃k(Xk/Xk−1) = H̃(
∨
α∈Ak

Snα) = 〈ekα : α ∈ Ak〉

where ekα = ια∗[D
k, Sk−1] ∈ Hk(Xk, Xk−1). To describe the boundary maps,

first note

∂ke
k
α = ∂kια∗[D

k, Sk−1] = ια∗∂[D
k, Sk−1] = ια∗[S

k−1] ∈ Hk−1(Xk−1)

where the last two ια is a map Sk−1 → Xk−1. Then dke
k
α is induced by the

composition

fα : Sk−1 ια−→ Xk−1
πk−1−−−→ Xk−1/Xk−2

∼=−→
∨

β∈Ak−1

Sk−1
β

Let pβ :
∨
γ∈Ak−1

Sk−1
γ → Sk−1

β be the projection. Then

dekα =
∑

β∈Ak−1

nαβe
k−1
β

where nαβ is the degree of pβ ◦ fα.
Thus to calculate the cellular homology we just need to compute the degree

of each map. For example consider Ccell
∗ (RPn). Then

Ccell
k (RPn) =

{
〈ek〉 ∼= Z 0 ≤ k ≤ n
0 otherwise

and to calculate dek, we invoke the theorem about local degrees on the compo-
sition

f : Sk−1 π−→ RPk−1 → RPk−1/RPk−2 ∼= Sk−1.
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Each p has two preimages {q, Aq} antipodal to each other so

deg f = degq f + degAq
f = degq(f)(1 + degA).

Near q, f is a local homeormorphism so degq f = 1, and degA = (−1)k. Thus

dek = 1 + (−1)k =

{
2 k even
0 k odd

so we have a chain of Z with maps alternating between 0 and multiplication by
2.

Lemma 1.49. If X is a FCC with 1 0-cell and all other cells of dimension
≥ m then H̃∗(Xk) = 0 unless m ≤ ∗ ≤ k.

Proof. Induction on k. If k < m then Xk = X0 = {p}. If k = m then
Xk = Xm =

∨r
i=1 S

m so H̃∗(Xk) = 0 unless ∗ = m. Now suppose the statement
holds for Xk−1. Then H̃∗(Xk−1) = 0 unless m ≤ ∗ ≤ k − 1 and

H∗(Xk, Xk−1) ∼= H̃∗(Xk/Xk−1) = H̃∗(
∨
Sk) = 0

unless ∗ = k. Consider the LES of the (Xk, Xk−1)

H∗(Xk−1) H∗(Xk) H∗(Xk, Xk−1)

where the first and last term vanish identically unless m ≤ ∗ ≤ k. Thus the
result follows.

Corollary 1.50. If X is a FCC then Hk(X) ∼= Hk(Xk+1).

Proof. LES of (X,Xk+1) gives

Hk+1(X,Xk+1) Hk(Xk+1) Hk(X) Hk(X,Xk+1)
j∗

Also H∗(X,Xk+1) ∼= H̃∗(X/Xk+1) and X/Xk+1 has 1 0-cell and all other cells
of dimension > k + 1 so by lemma Hk−1(X,Xk+1) = Hk(X,Xk+1) = 0. Thus
j∗ is an isomorphism.

Theorem 1.51. If X is a FCC then Hcell
∗ (X) ∼= H∗(X).
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Proof. Consider the commutative diagram

Hk(Xk+1, Xk)

Hk(Xk−1) Hk(Xk+1)

Hk(Xk)

Hk+1(Xk+1, Xk) Hk(Xk, Xk−1) Hk−1(Xk−1, Xk−2)

Hk−1(Xk−1)

Hk−1(Xk−2)

i

πk∂k+1

dk+1 dk

∂k πk−1

where the diagonal and anti-diagonal sequences are LES’s of pairs. The groups
written in blue are 0 by the lemma so πk−1 and πk are injective and i is surjective.
Thus

ker dk = ker ∂k = imπk = Hk(Xk), im dk+1 = im ∂k+1

and so

Hcell
k (X) =

ker dk
im dk+1

=
Hk(Xk)

im ∂k+1
= coker ∂k+1 = im i = Hk(Xk+1) = Hk(X).

Corollary 1.52 (dimension axiom). If X is a FCC of dimension n then
H∗(X) = 0 for ∗ > n.

Corollary 1.53. If X is a FCC then H∗(X) is a finitely generated abelian
group.

Example. The homologies of real projective spaces are

H∗(RP2n) = Hcell
∗ (RP2n) =


Z ∗ = 0

Z/2 ∗ = 1, 3, . . . , 2n− 1

0 otherwise

and

H∗(RP2n+1) =


Z ∗ = 0, 2n+ 1

Z/2 ∗ = 1, 3, . . . , 2n− 1

0 otherwise
Before closing this chapter, we would like to mention that cell complexes

are important not only because they enable efficient computation of homology
groups, but also because of its theoretical importance. In some sense cell com-
plex (with some slight generalisations) is the “correct” category to do algebraic
topology in.

We quote the following result
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Theorem 1.54 (Whitehead). If X and Y are connected FCC’s, f : X → Y
with f∗ : πi(X) → πi(Y ) isomorphisms for all i ≥ 1 then it is a homotopy
equivalence.

This is a nice result but it is impractical to check all homotopy groups.
Instead, with the help of Hurewicz theorem (and Barrat-Puppe sequences) we
have

Corollary 1.55. Suppose X and Y are as above and π1(X) = π1(Y ) =
1 then if f∗ : H∗(X) → H∗(Y ) are isomorphisms then f is a homotopy
equivalence.

Corollary 1.56. Suppose X is an FCC with π1(X) = 0 and H̃∗(X) = 0
then X is contractible.
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2 Cohomology & Products

2.1 Homology with coefficients
Although this chapter is titled cohomology we begin with more on homology.
Firstly we very briefly summarise properties of tensor products. Let R be a
commutative ring. If M and N are R-modules. There is an R-module

M ⊗R N =M ⊗N = 〈m⊗ n : m ∈M,n ∈ N〉/ ∼

where ∼ is generated by

(m1 +m2)⊗ n ∼ m1 ⊗ n+m2 ⊗ n
m⊗ (n1 + n2) ∼ m⊗ n1 +m⊗ n2

r(m⊗ n) ∼ (rm)⊗ n ∼ m⊗ (rn)

Example.

1. For any R-module N , R⊗N ∼= N with the isomorphism given by r⊗n 7→
rn.

2. Let R = Z. Then Q⊗ Z/a = 0 as

x⊗ y =
x

a
⊗ ay =

x

a
⊗ 0 = 0.

3. Z/a⊗ Z/b ∼= Z/(a, b).

Proposition 2.1.

1. M ⊗N ∼= N ⊗M .

2. (M1 ⊕M2)⊗N ∼=M1 ⊗N ⊕M2 ⊗N .

3. In particular Rm ⊗Rn ∼= Rmn and Rm ⊗M ∼=Mm.

If f :M1 →M2, g : N1 → N2 are homomorphisms, so is

f ⊗ g :M1 ⊗N1 →M2 ⊗N2

m⊗ n 7→ f(m)⊗ g(n)

and (f1 ⊗ g1) ◦ (f2 ⊗ g2) = (f1 ◦ f2)⊗ (g1 ◦ g2).
On the level of chain complexes, if (C∗, d) is a chain complex over R and M

is an R-module then (C∗ ⊗M,d⊗ idM ) is a chain complex as

(d⊗ idM )2 = d2 ⊗ id2M = 0.

Example. Consider the cellular complex for RP2

0 Z Z Z 0·2 0

Tensor with Z/2, we get

0 Z/2 Z/2 Z/2 0·2 0
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but − · 2 : Z/2→ Z/2 is just 0 so

H∗(C
cell
∗ (RP2)⊗ Z/2) =

{
Z/2 ∗ = 0, 1, 2

0 otherwise

In particular, it is not the same as Hcell
∗ (RP2)⊗ Z/2.

Lemma 2.2. If f : C∗ → C ′
∗ is a chain map then f⊗idM : C∗⊗M → C∗⊗M

is also a chain map. If f ∼ g then f ⊗ idM ∼ g ⊗ idM .

Definition (singular homology with coefficients). If X is a space, G a Z-
module we define the singular chain complex of X with coefficients in G to
be C∗(X;G) = C∗(X)⊗ZG and the singular homology of X with coefficients
in G to be H∗(X;G) = H∗(C∗(X;G)).

Note if G = Z then C∗(X;Z) = C∗(X). We usually consider the case
G = R,Q,Z/a, which are in particular rings. Note that if R is a ring then
C∗(X;R) is a chain complex over R.

If g ∈ G there is a chain map C∗(X) → C∗(X;G), x 7→ x ⊗ g. It induces
H∗(X) → H∗(X;G), [x] 7→ [x⊗ g]. Also if f : X → Y , f# ⊗ idG : C∗(X;G) →
C∗(Y ;G) is a chain map, inducing f∗ : H∗(X;G)→ H∗(Y ;G).

Lemma 2.3. There is a commutative square

H∗(X) H∗(Y )

H∗(X;G) H∗(Y ;G)

f∗

−⊗g −⊗g

f∗

IfX is an FCC then we defineHcell
∗ (X;G) to be the homology of Ccell

∗ (X;G) =
Ccell

∗ (X)⊗Z G.

Theorem 2.4. If X is an FCC then H∗(X;G) ∼= Hcell
∗ (X;G).

Sketch proof. Basically we review what we have done so far and convince our-
selves that they still hold with coefficients. The list of properties are

1. functoriality: H∗(−, G) is a functor from the category of pairs of spaces
to the category of abelian groups. This follows from

C∗(X,A;G) = C∗(X,A)⊗G ∼=
C∗(X;G)

C∗(A;G)
.

2. homotopy invariance: if f ∼ g then f∗ = g∗.

3. naturality: if f : (X,A)→ (Y,B) then there is a commutative diagram of
LES of pairs

H∗(A;G) H∗(X;G) H∗(X,A;G) H∗−1(A;G)

H∗(B;G) H∗(X;G) H∗(X,B;G) H∗−1(B;G)

38



2 Cohomology & Products

4. excision: if B ⊆ IntA then H∗(X −B,A−B;G) ∼= H∗(X,A;G).

5. dimension axiom: H∗({p};G) = G if ∗ = 0 and 0 otherwise.

A functor H∗(−, G) satisfying properties 1 – 4 is a generalised homology theory,
and has the property that it is completely determined by its value on the one
point space.

For our purpose, we define H̃∗(X;G) = ker(f∗ : H∗(X;G) → H∗({p};G))
where f : X → {p}. Then show

1. H̃∗(S
n;G) ∼= H̃∗(D

n, Sn−1;G) =

{
G ∗ = n

0 otherwise
.

2. If f : Sn → Sn then from the commutative diagram

Hn(S
n) Hn(S

n)

Hn(S
n;G) Hn(S

n;G)

f∗

−⊗g −⊗g

f∗

we conclude f∗ : Hn(S
n;G)→ Hn(S

n;G) is multiplication by deg f .

3. Run the proof of cellular homology as before.

Example. Generalising the example above,

H∗(RPn;Z/2) ∼= Hcell
∗ (RPn;Z/2) =

{
Z/2 ∗ = 0, . . . , n

0 otherwise

2.2 Cohomology
This section is the mirror image of the previous section, with the functor
HomZ(−, G) in place of − ⊗Z G. Let’s begin the duality by quickly review-
ing Hom.

If M,N are R-modules then

Hom(M,N) = {ϕ :M → N : ϕ a homomorphism}

is an R-module via

(ϕ1 + ϕ2)(m) = ϕ1(m) + ϕ2(m), (aϕ)(m) = aϕ(m).

Proposition 2.5.

1. Hom(R,N)→ N,ϕ 7→ ϕ(1) is an isomorphism.

2. Hom(M1 ⊕M2, N) ∼= Hom(M1, N)⊕Hom(M2, N).

3. Hom(M,N1 ⊕N2) ∼= Hom(M,N1)⊕Hom(M,N2).
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Note that unlike tensor product, Hom(M,N) 6= Hom(N,M). For example
take R = Z then

Hom(Z,Z/a) = Z/a � 0 = Hom(Z/a,Z).

We also note that Hom(Z/a,Z/b) = Z/(a, b).
If f : M1 → M2 we get f∗ : Hom(M2, N) → Hom(M1, N), ϕ 7→ ϕ ◦ f and

(f ◦ g)∗ = g∗ ◦ f∗. In other words Hom(−, N) is a contravariant functor.

Definition (cochain complex, cohomology). A cochain complex is (C∗, d∗) =
(
⊕

k∈Z C
k,
∑
dk) where dk : Ck → Ck+1 satisfies (d∗)2 = 0.

Its cohomology is Hk(C∗) = ker dk/ im dk−1.

It is nothing but a chain complex/homology with a different grading.
If (C∗, d) is a chain complex then (Hom(C∗, N), d∗) is a cochain complex.

Explicitly dk−1 = (dk)
∗, the transpose of dk.

Definition (singular cohomology with coefficients). If X is a space and G
an abelian group, then the singular cochain complex of X with coefficients
in G is C∗(X;G) = Hom(C∗(X), G), and its cohomology is H∗(X;G) =
H∗(C∗(X;G)).

If f : X → Y is a map then it induces f# : C∗(Y ;G) → C∗(X;G) and so
maps on homologies f∗ : H∗(Y ;G)→ H∗(X;G). In addition (f ◦ g)∗ = g∗ ◦ f∗.

If X is an FCC then we define C∗
cell(X;G) = Hom(Ccell

∗ (X), G).

Theorem 2.6. If X is an FCC then H∗(X;G) = H∗
cell(X;G).

Example. Ccell
∗ (RP2;Z) is

0 Z Z Z 0·2 0

so C∗
cell(RP2;Z) is

0 Z Z Z 0·2 0

so

H∗(RP2;Z) =


Z ∗ = 0

Z/2 ∗ = 2

0 otherwise

and in particular this is not the same as Hom(H∗(RP2),Z).

Example (differential form). If M is a smooth manifold and ω ∈ Ωk(M) then
ω defines a cochain on smooth simplices σ : ∆k → M by ω(σ) =

∫
∆k σ

∗(ω). if
d : Ωk(M)→ Ωk+1(M) is the exterior derivative then

dω(σ) =

∫
∆k

σ∗(dω) =

∫
∆k

dσ∗(ω) =

∫
∂∆k

σ∗(ω) = ω(dσ),

i.e. d = d∗ in this sense.
de Rham’s theorem says that H∗(Ω∗(M),d) ∼= H∗(M ;R).
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Similarly we can define cohomology of pairs. Let

C∗(X,A) = {a ∈ C∗(X) : a(σ) = 0 if imσ ⊆ A}.

Then the SES

0 C∗(X,A) C∗(X) C∗(A) 0

gives LES

H∗(X,A;G) H∗(X;G) H∗(A;G) H∗+1(X,A;G) · · ·δ

There is a bilinear pairing

〈·, ·〉 : Ck(X;G)× Ck(X)→ G

(a, x) 7→ a(x)

with respect to which d∗ and d are adjoints

〈d∗a, x〉 = (d∗a)(x) = a(dx) = 〈a, dx〉.

Similarly if f : X → Y then

〈f#a, x〉 = 〈a, f#x〉.

Lemma 2.7. 〈·, ·〉 descends to a pairing H∗(X;G)×H∗(X)→ G.

Proof. Given [a] ∈ H∗(X;G), [x] ∈ H∗(X), we know d∗a = 0, dx = 0 so by
bilinearity

〈a+ d∗b, x+ dy〉 = 〈a, x〉+ 〈b, dx〉+ 〈d∗a, y〉+ 〈b, d2y〉 = 〈a, x〉.

2.3 Universal coefficient theorem

Definition. A chain complex C∗ over R is short injective if

1. C∗ = 0 for ∗ 6= k + 1, k,

2. Ck, Ck+1 are free over R,

3. dk+1 : Ck+1 → Ck is injective.

In particular H∗(C∗) =

{
Ck/Ck+1 ∗ = k

0 otherwise
.

Lemma 2.8. If C∗ is short injective and dk+1 is invertible then C∗ is
contractible.

Proof. Let h = d−1
k : Ck → Ck+1. Then dh+hd = idC∗ so C∗ is contractible.
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Theorem 2.9. If C∗ is a free chain complex over a PID R then C∗ is
isomorphic to a direct sum of short injective complexes.

Some algebra facts:

1. Z,F[t],F[t, t−1] where F is a field are all PIDs.

2. If R is a PID, M is free over R and N ⊆M then N is also free.

3. If 0 A B C 0 and C is a free then the se-
quence splits and B ∼= A⊕C. This is essentially example sheet 1 question
3.

Proof. Let Zk = ker(dk : Ck → Ck−1), Bk−1 = im dk. Then Zk, Bk ⊆ Ck which
is free, so are themselves free. We have a short exact sequence

0 Zk Ck Bk−1 0

and Bk−1 is free so Ck ∼= Zk ⊕Bk−1. Note d(Zk) = 0, d(Bk−1) ⊆ Zk−1, i.e.

C∗ ∼=
⊕

(Bk−1
dk−→ Zk−1).

Theorem 2.10 (Smith normal form). If f : Rn → Rm is injective where R
is a PID then there are bases {ei}, 1 ≤ i ≤ n for Rn, {e′j}, 1 ≤ j ≤ m for
Rm such that f(ei) = aie

′
i and ai 6= 0 for 1 ≤ i ≤ n.

Corollary 2.11. If C∗ is a free, finitely generated complex over a PID R
then C∗ is chain homotopy equivalent to a direct sum of complexes of the
following forms:

1. 0 R 0 ,

2. 0 R R 0a , a 6= 0.

Proof. Put each short injective summand of C∗ into Smith normal form.

Corollary 2.12. If C∗ is a finitely generated complex over a field F then
C∗ ∼ (H∗(C), 0).

Proof. Complexes of the type 2 are contractible since any a 6= 0 in F is invertible.

The upshot of this section is

Theorem 2.13. H∗(X;G) and H∗(X;G) are determined by H∗(X).

Later we’ll develop enough homological algebra machinery to say precisely
what we mean by “determined”. Consider for now the case R is a PID and
C∗ is a free finitely generated chain complex over R. By structure theorem for
modules over a PID, H∗(C∗) = F∗⊕T∗ where F∗ and T∗ are the free and torsion
parts. Summands of type 1 account for F∗, and type 2 account for T∗.
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Proposition 2.14.

Hk(C ⊗R/(b)) ∼= Fk ⊗R/(b)⊕ Tk ⊗R/(b)⊕ Tk−1 ⊗R/(b).

Proof. Suffices to check for complexes of type 1 and 2. Type 1 is easy. For type
2,

(R
a−→ R)⊗R/(b) = R/(b)

a−→ R/(b),

and both homology groups are isomorphic to R/(a, b) ∼= R/(a)⊗R/(b).

Proposition 2.15. Hk(Hom(C∗, R)) ∼= Fk ⊕ Tk−1.

Proposition 2.16.

Hk(Hom(C∗, R/(a))) ∼= Hom(Fk, R/(a))⊕Hom(Tk, R/(a))⊕Hom(Tk−1, R/(a)).

Example. Suppose

H̃∗(X) =


Z/4 ∗ = 3

Z ∗ = 2

Z/2 ∗ = 1

0 otherwise

Then

H̃∗(X) =


Z/4 ∗ = 4

Z⊕ Z/2 ∗ = 2

0 otherwise
H̃∗(X;Z/4) =


Z/4 ∗ = 3, 4

Z/4⊕ Z/2 ∗ = 2

Z/2 ∗ = 1

0 otherwise

Remark.

1. We’ve proved these results for free finitely generated chain complexes.
More generally they hold whenever C∗(X) is free and not necessarily
finitely generated.

2. If X is a FCC then Ccell
∗ (X) is free so we can use the formulas to compute

their (co)homologies with coefficients. In fact, the theorems hold for all
spaces.

2.3.1 Tor and Ext

Let R be a commutative ring.

Definition (free resolution). If M is an R-module, a free resolution of M
is a chain complex C∗ with Ck = 0 for k < 0 and H∗(C) = M if ∗ = 0 and
0 otherwise.

Example.

1. If M is free then 0 M 0 is a free resolution of M .

43



2 Cohomology & Products

2. If R is a PID and a 6= 0 then 0 R R 0·a is a free
resolution of R/(a).

3. If 0 C1 C0 0 is short injective then it is a free reso-
lution of H∗(C) = H0(C).

4. If R = C[x, y],M = R/(x, y) then R R2 R 0

(
x
y

)
( y −x ) is a

free resolution of M .

Definition (Tor and Ext). If M,N are R-modules then

TorRi (M,N) = Hi(C∗ ⊗N)

ExtiR(M,N) = Hi(Hom(C∗, N))

where C∗ is a free resolution of M .

It is a fact (that we shall not prove here) that this does not depend on the
choice of free resolution C∗.

Example.

1. If M is free then

Tor∗(M,N) =

{
M ⊗N ∗ = 0

0 otherwise
Ext∗(M,N) =

{
Hom(M,N) ∗ = 0

0 otherwise

2. If R is a PID, a, b 6= 0 then

Tor∗(R/(a), R/(b)) =

{
R/(a, b) ∗ = 0, 1

0 otherwise

3. (Nothing interesting).

4. If R = C[x, y],M = R/(x, y) then

Tor∗(M,M) =


M ∗ = 0, 2

M2 ∗ = 1

0 otherwise

Proposition 2.17. If C∗ is a free chain complex over a PID R then

Hk(C ⊗N) = Tor0(Hk(C), N)⊕ Tor1(Hk−1(C), N)

= Hk(C)⊗N ⊕ Tor1(Hk−1(C), N)

Hk(Hom(C,N)) = Ext0(Hk(C), N)⊕ Ext1(Hk−1(C), N)

= Hom(Hk(C), N)⊕ Ext1(Hk−1(C), N)
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Proof. Suffices to check for a short injective complex since C is a direct sum of
these. If 0 Ck+1 Ck 0 is short injective, it is a (shifted)
free resolution of Hk(C) so the homology of C∗ ⊗ N is Tor1(H∗(C,N)) and
Tor0(H∗(C,N)) in degree k + 1 and k. Similar for Ext.

Corollary 2.18. If H∗ is a free over Z then

Hk(X;G) = Hk(X)⊗G
Hk(X;G) = Hom(Hk(X);G)

Proof. H∗(X) is free implies that Tor1 and Ext1 terms are 0.

Corollary 2.19. If H∗(X) is free then H∗(X) = Hom(H∗(X),Z), the dual
of H∗(X). Furthermore if f : X → Y then f∗ : H∗(Y )→ H∗(X) is dual to
f∗ : H∗(X)→ H∗(Y ).

Proof. This follows from the pairing formula

〈f∗a, x〉 = 〈a, f∗x〉.

2.4 Products
2.4.1 Tensor product of chain complexes

Notation. If C∗ is a chain complex and x ∈ Ci, write |x| = i.

Definition (tensor product of chain complexes). If C and C ′ are chain
complexes over R then C ⊗ C ′ is the chain complex

(C ⊗ C ′)k =
⊕
i+j=k

Ci ⊗ C ′
j

with
d(y ⊗ y′) = dy ⊗ y′ + (−1)|y|y ⊗ d′y′.

Check that

d2(y ⊗ y′) = d2y ⊗ y′ + (−1)|dy|dy ⊗ dy′

+ (−1)|y|dy ⊗ dy′ + (−1)2|y|y ⊗ (d′)2y′

= 0

since |dy| = |y| − 1.

Proposition 2.20. If Y and Y ′ are FCCs, Ai, A′
i are the set of i-cells of

Y and Y ′ respectively. Then Z = Y ×Y ′ is a finite cell complex with k-cells
{(α, α′) : α ∈ Ai, α′ ∈ A′

j : i+ j = k}.
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Example. I is a FCC with 2 0-cells and 1 1-cell. Then I× I has a cell complex
structure of 4 0-cells, 4 1-cells and 1 2-cell. (picture)

Sketch proof. Take Zk =
⋃
i+j=k Yi × Y ′

j . If α ∈ Ai, α′ ∈ A′
j , have ια : Di →

Yi, ι
′
α : Dj → Y ′

j . Then have ια × ι′α : Di ×Dj ∼= Di+j → Yi × Y ′
j ⊆ Zk. Check

details.

Theorem 2.21. If Y and Y ′ are FCCs then

Ccell
∗ (Y × Y ′) = Ccell

∗ (Y )⊗ Ccell
∗ (Y ′).

Proof. At the level of chain groups,

Ccell
k (Y × Y ′) = 〈e(α,α′) : α ∈ Ai, α′ ∈ A′

j , i+ j = k〉
(Ccell

∗ (Y )⊗ Ccell
∗ (Y ′))k = 〈eα ⊗ eα′ : α ∈ Ai, α′ ∈ A′

j , i+ j = k〉

so there is an obvious correspondence. Check the differentials on both sides
agree.

Example. Homology of product FCCs can be computed using the differential
graded double complex associated to the tensor product cell complex. For ex-
ample to compute H∗(RP2 × RP2) = H∗(C

cell
∗ (RP2)⊗ Ccell

∗ (RP2)) we draw the
double complex (note the minus sign)

Z Z Z Z

Z Z Z Z

Z Z Z Z

Z Z Z

2 2 −2

0

2

2

0 0 0

0

0

2

0 2

0 2

The double complex has the form
(
A2 A3

A0 A1

)
with zero maps between different

Ai’s. A0, A1, A2 are boring so let’s look at A3, which is

Z Z2 Z

(
2
2

)
(−2 2 )

so has homology

H2(A3) = Z/2,H3(A3) = Z/2,H4(A3) = 0.

Summing up contributions from each summand, we get

H∗(RP2 × RP2) =


Z ∗ = 0

(Z/2)2 ∗ = 1

Z/2 ∗ = 2, 3

0 otherwise
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Theorem 2.22 (Künneth formula). If C,C ′ are free over a PID R then

Hk(C ⊗ C ′) ∼=
⊕
i+j=k

Hi(C)⊗Hj(C
′)⊕

⊕
i+j=k−1

Tor1(Hi(C),Hj(C
′)).

One should think of this as

H∗(C ⊗ C ′) ∼= H∗(C)⊗H∗(C
′)⊕ Tor1(H∗(C),H∗(C

′)).

with suitable indices. In particular H∗(X × Y ) is determined by H∗(X) and
H∗(Y ).

Proof. We prove the case where C,C ′ are finitely generated. Since tensor prod-
uct distributes over direct sum, it suffices to check the formula for type 1 and
2. We verify one case here and the rest are left as exercise. Suppose C,C ′ are

0 R R 0

0 R R 0

a

a′

in degree i and j. Then

C ⊗ C ′ =

R R

R R

±a′ ∓a′

a

a

= R R2 R

( a
∓a′

)
(±a′ a )

Let b = gcd(a, a′). Then

Hi+j(C ⊗ C ′) = R/b = Hi(C)⊗Hj(C
′)

Hi+j+1(C ⊗ C ′) = R/b = Tor1(Hi(C),Hj(C
′))

Example. Use the implicit index convention,

H∗(RP2)⊗H∗(RP2) =


Z ∗ = 0

(Z/2)2 ∗ = 1

Z/2 ∗ = 2

0 otherwise

and

Tor1(H∗(RP2),H∗(RP2)) = Tor1(H1(RP2),H1(RP2)) = Tor1(Z/2,Z/2) = Z/2

so torsion contributes Z/2 to degree 1+ 1+ 1 = 3 in H∗(RP2×RP2). Compare
with result last time.

Corollary 2.23. If H∗(X) is free over Z then H∗(X×Y ) ∼= H∗(X)⊗H∗(Y ).

Proof. We assume X and Y are FCCs. Then it follows from Tor1(M,N) = 0
for M free.
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Corollary 2.24. If F is a field then

H∗(X × Y ;F ) ∼= H∗(X;F)⊗F H∗(Y ;F).

Proof. Again we assume X and Y are FCCs.

Ccell
∗ (X × Y ;F) = (Ccell

∗ (X)⊗Z C
cell
∗ (Y ))⊗Z F

= (Ccell
∗ (X)⊗Z F)⊗F (C

cell
∗ (X)⊗Z F)

= Ccell
∗ (X;F)⊗F C

cell
∗ (Y ;F)

and note that modules over a field are free.

Example.

H∗(RP2 × RP2;Z/2) ∼= H∗(RP2;Z/2)⊗Z/2 H∗(RP2;Z/2) =


F ∗ = 0, 4

F2 ∗ = 1, 3

F3 ∗ = 2

0 otherwise

If we only care about homology with coefficients in a field then the only
information is the dimensions of the homology groups as vector spaces. We
define

Definition (Poincaré polynomial). Let F be a field. Then the Poincaré
polynomial of X with respect to F is

PF(X) =
∑
i≥0

dimHi(X;F)ti ∈ Z[[t]].

The corollary simply says that PF(X × Y ) = PF(X)PF(Y ).
There is a problem with this approach. Recall that if H∗(X) is free then we

have isomorphisms

H∗(X)⊗G→ H∗(X;G)

[x]⊗ g 7→ [x⊗ g]
H∗(X;G)→ Hom(H∗(X);G)

a 7→ 〈a,−〉

which are realised by natural maps (and independent of cell structure). However
if we would like a natural map

H∗(X)⊗H∗(Y )→ H∗(X × Y ),

it would be really painful to write it down. Instead we use cohomology where
is a natural notion of product.

2.5 Cup product
Let R be a commutative ring.
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Definition (cup product). If α ∈ Ck(X;R) and β ∈ C`(X;R), their cup
product α ^ β ∈ Ck+`(X;R) is given by

α ^ β(σ) = α(σ ◦ F0···k)β(σ ◦ Fk···`+k)

for σ : ∆k+` → X.

Note that we exploited the ring structure of R.

Lemma 2.25. d∗(α ^ β) = d∗α ^ β + (−1)|α|α ^ d∗β.

Proof. If σ : ∆k+`+1 → X then

d∗(α ^ β)(σ) = (α ^ β)(dσ)

=

k+`+1∑
j=0

(−1)j(α ^ β)(σ ◦ F0···ĵ···k+`+1)

=

k∑
j=0

(−1)jα(σ ◦ F0···ĵ···k+1)β(σ ◦ Fk+1···k+`+1)

+

k+`+1∑
j=k+1

(−1)jα(σ ◦ F0···k)β(σ ◦ Fk···ĵ···k+`+1)

=

k+1∑
j=0

(−1)jα(σ ◦ F0···ĵ···k+1)β(σ ◦ Fk+1···k+`+1)

+

k+`+1∑
j=k

(−1)jα(σ ◦ F0···k)β(σ ◦ Fk···ĵ···k+`+1)

= d∗α ^ β(σ) + (−1)|α|α ^ d∗β(σ)

Thus if d∗α = d∗β = 0 then d∗(α ^ β) = 0 so

[(α+ d∗α′)^ (β + d∗β′)]

= [α ^ β + d∗(α ^ β′) + d∗((−1)|α|α′ ^ β) + d∗(α′ ^ +d∗β′)]

= [α ^ β]

so cup products descends to a map

Hk(X;R)×H`(X;R)→ Hk+`(X;R)

([α], [β]) 7→ [α ^ β]

Proposition 2.26. ^ makes H∗(X;R) into a ring. If f : X → Y then
f∗ : H∗(Y ;R)→ H∗(X;R) is a ring homomorphism.

Proof. We need to find the unit with respect to ^. Define 1 ∈ C0(X;R) by
1(σ) = 1 ∈ R for all σ : ∆0 → X. Then

d∗(1)(τ) = 1(dτ) = (τ ◦ F1 − τ ◦ F0) = 1− 1 = 0
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for τ : ∆1 → X. Let 1 = [1] ∈ H0(X;R). Then we need to check 1 is the unit,
associativity of ^ and distributivity of ^ over addition. These are all true at
the level of cochains.

If f : X → Y then

f#(α ^ β)(σ) = (α ^ β)(f#σ)

= (α ^ β)(f ◦ σ)
= α(f ◦ σ ◦ F0···k)β(f ◦ σ ◦ Fk···k+`)
= (f#(α)^ f#(β))(σ)

so

f∗([α]^ [β]) = [f#(α ^ β)] = [f#(α)^ f#(β)] = f∗([α])^ f∗([β]).

Remark. de Rham’s theorem says that for a smooth manifold M the map
ϕ : H∗(Ω∗(M), d) → H∗(M ;R) is a ring homomorphism, i.e. we have wedge
product ∧ : Ωk(M)× Ω`(M)→ Ωk+`(M) and

ϕ([ω] ∧ [η]) = ϕ([ω])^ ϕ([η]).

Proposition 2.27. If a, b ∈ H∗(X) then a ^ b = (−1)|a||b|b ^ a. In
other words, ^ is graded commutative (or supercommutative if you’re a
physicist).

Note this is very false at the cochain level.

Sketch proof. The map

ρ : ∆k → ∆k

(v0, . . . , vk) 7→ (vk, . . . , v0)

induces a chain map

r# : C∗(X)→ C∗(X)

σ 7→ ε(|σ|)σ ◦ ρ

where ε(k) = (−1)k(k−1)/2, the determinant of the k × k matrix with 1 on the
antidiagonal and 0 elsewhere. The map r# “reverses” a chain (up to a sign) and
r# ∼ idC∗(X) (see Hatcher for formula). Dualising to get r# : C∗(X)→ C∗(X)

and r# ∼ idC∗(X). Thus [r#α] = [α]. Now

r#(α ^ β) =
ε(|α|+ |β|)
ε(|α|)ε(|β|)

r#(β)^ r#(α) = (−1)|α||β|r#(β)^ r#(α)

so

[α]^ [β] = [α ^ β]

= [r#(α ^ β)]

= (−1)|α||β|[r#(β)^ r#(α)]

= (−1)|α||β|[r#(β)]^ [r#(α)]

= (−1)|α||β|[β]^ [α]
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To avoid having to keep track of the ring R (and for saving paper when you
print these notes) for the rest of the section we take R = Z, but everything
works over a ring R.

There is also a cup product for pairs. If α ∈ C∗(X,A) then α(γ) = 0 if
im γ ⊆ A, so if β ∈ C∗(X) and imσ ⊆ A then

(α ^ β)(σ) = α(σ ◦ F0...k)β(σ ◦ Fk···k+`) = 0

since imσ ◦F0···k ⊆ A. In other words we have a map ^: C∗(X,A)×C∗(X)→
C∗(X,A) and this descends to a map

^: Hk(X,A)×H`(X)→ Hk+`(X,A)

(a, b) 7→ a ^ β

Lemma 2.28. If β ∈ H∗(X) then the square

H∗(X,A) H∗(X)

H∗(X,A) H∗(X)

^β ^β

commutes.

Proof. Exercise.

Example.

1. If X is path-connected then H0(X) ∼= Z = 〈1〉.

Proof. H0(X) = Z so H0(X) = Z by universal coefficient. If p ∈ X then
〈1, [σp]〉 = 1 so 1 generates H0(X).

2. H∗(X q Y ) ∼= H∗(X)×H∗(Y ) as rings.

Proof. There is an isomorphism

C∗(X q Y )→ C∗(X)× C∗(Y ) ∼= C∗(X)⊕ C∗(Y )

α 7→ (ι#Xα, ι
#
Y α)

γ ←[ (α, β)

where γ(σ) = α(σ) if imσ ⊆ X and γ(σ) = β(σ) if imσ ⊆ Y . It follows
that ι∗X × ι∗Y : H∗(X q Y )→ H∗(X)×H∗(Y ) is an isomorphism. It is a
ring homomorphism as ι∗X , ι∗Y are.

3. H∗(Sn) = Z[a]/(a2) if n > 0.

Proof. H∗(Sn) = Z if ∗ = 0 or n and 0 otherwise. Let 〈a〉 = Hn(Sn).
Then as groups H∗(Sn) = 〈1, a〉 and 1 ^ 1 = 1, 1 ^ a = a ^ 1 = a, a ^
a = 0 since H2n(Sn) = 0.
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Exterior product Recall that we promised at the end of last section that
there is a natural way to define a bilinear map from product cohomology groups
to the cohomology of product space. Now we define the map.

Definition (exterior product). Let π1 : X × Y → X,π2 : X × Y → Y be
the projections. If a ∈ Hk(X), b ∈ H`(Y ) then their exterior product is

a× b = π∗
1(a)^ π∗

2(b) ∈ Hk+`(X × Y ).

Theorem 2.29. If H∗(Y ) is free over R = Z then the map

Φ : H∗(X)⊗H∗(Y )→ H∗(X × Y )

a⊗ b 7→ a× b

is an isomorphism.

Proof. We prove the theorem under the assumption that X and Y are FCCs.
The proof is divided into two parts. We first show that the two gadgets we want
to show isomorphic are two functors. Then we show Φ is a natural isomorphism
between them.

For a fixed Y , observe that apart from H∗(−), there are two more con-
travariant functors h∗, h∗ from the category of pairs of spaces to the category
of graded Z-modules, sending objects to

h
∗
(X,A) = H∗(X × Y,A× Y )

h∗(X,A) = H∗(X,A)⊗H∗(Y )

and sending a map f : (X1, A1)→ (X2, A2) to

f
∗
= (f × idY )

∗

f∗ = f∗ ⊗ idH∗(Y )

We are going to show H∗, h
∗ and h∗ are all generalised cohomology theories,

which is a functor H∗(−) satisfying the following axioms:

1. functoriality: H∗(−) is contravariant.

2. homotopy invariance: if f ∼ g then f∗ = g∗.

3. naturality: map of pairs induces a map of LES’s of pairs.

4. excision: if B ⊆ IntA then H∗(X,A) ∼= H∗(X −B,A−B).

homotopy invariant: for H∗ this follows from that of homology as f ∼ g
implies f# ∼ g# so f# ∼ g# so f∗ = g∗. For h∗ this follows from H∗ as
(f × idY ) ∼ (g × idY ). h∗ is obvious.

naturality: we have done this for H∗. Then h
∗ follows. For h∗ this follows

from the flatness of H∗(Y ). Note that the assumption of freeness of H∗(Y ) is
crucial.

excision: for H∗ we can prove this using subdivision, or use the result that
if f∗ : H∗(X,A) → H∗(Y,B) is an isomorphism then so is f∗ : H∗(Y,B) →
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H∗(X,A), which is left as an exercise. Then h
∗ follows. h∗ is obvious. As a

side note, 1, 2, 3, 4 together imply collapsing a pair, and the proof is exactly
the same as in homology.

Now the key ingredient is to note that

Lemma 2.30. Φ is a natural transformation, i.e. if f : (X,A) → (X ′, A′)
then we have commutative diagrams

h∗(X ′, A′) h∗(X,A)

h
∗
(X ′, A′) h

∗
(X,A)

f∗

Φ′ Φ

f
∗

h∗(X,A) h∗+1(A)

h
∗
(X,A) h

∗+1
(A)

δ∗

Φ Φ

δ
∗

Proof. We prove the first square and the second is left as an exercise on example
sheet 3:

f
∗
(Φ′)(a⊗ b) = f(π′∗

1 (a)^ π′∗
2 (b))

= F ∗π′∗
1 (a)^ F ∗π′∗

2 (b)

= (π′
1 ◦ F )∗(a)^ (π′

2 ◦ F )∗(b)
= π∗

1f
∗(a)^ π∗

2b

= f∗(a)× b
= Φ(f∗(a⊗ b))

where F = f × idY .

We now show Φ is a natural isomorphism by showing it is an isomorphism
pointwise. Let P (X,A) be the statement that

Φ : h∗(X,A)→ h
∗
(X,A)

a⊗ b 7→ a× b

is an isomorphism.

1. P (D0) and P (S0) hold: for P (D0), note

h∗(D0) = H∗(D0)⊗H∗(Y ) = Z⊗H∗(Y ) = H∗(Y )

h
∗
(D0) = H∗(D0 × Y ) = H∗(D0)

so composed with Φ, we get a map H∗(Y )→ H∗(Y )

b 7→ 1⊗ 1 7→ π∗
1(1)^ π∗

2(b) = 1^ b = b.

which is an isomorphism so Φ is an isomorphism.
For S0 we have

h∗(S0) = Z2 ⊗H∗(Y )

h
∗
(S0) = H∗(Y q Y ) = H∗(Y )⊕H∗(Y )

so we similarly get
(m,n)⊗ b 7→ (ma, na).
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2. If X ∼ X ′ then P (X) if and only if P (X ′). As a corollary P (Dn) holds.

Proof. Let f : X → X ′ be the map inducing homotopy equivalence. Then
by the lemma there is a commutative square

h∗(X ′) h∗(X)

h
∗
(X ′) h

∗
(X)

f∗

Φ′ Φ

f
∗

and f
∗
, f∗ are isomorphisms. The result thus follows.

3. If two of P (A), P (X) and P (X,A) hold, so does the third. This follows
from naturality and five lemma.

4. If (X,A) is a good pair then P (X,A) if and only if P (X/A).

Proof. P (X,A) holds if and only if P (X/A,A/A) holds by collapasing a
pair and the lemma. AsA/A ∼= D0, P (A/A) holds. Therefore P (X/A,A/A)
holds if and only if P (X/A) holds by 3.

5. P (Sn) and P (Dn, Sn−1) hold.

Proof. Induction on n. Base case is 1. Suppose this holds for n. Then by
4 P (Sn) = P (Dn/Sn−1) also holds. Then P (Dn+1, Sn) holds by 3.

6. If P (X) then P (X ∪f Dk).

Proof. Consider (X∪fDk, X). This is a good pair with X∪fDk/X ∼= Sk.
P (Sk) holds by 5 and P (X) hold by hypothesis. Thus P (X ∪f Dk, X) by
4 so P (X ∪f Dk) holds by 3.

7. P (X) holds if X is an FCC.

Proof. Induction on the number of cells in X. Write X = X ′∪f Dk where
X ′ has one fewer cell than X. P (X ′) holds by induction so P (X) holds
by 6.

Theorem 2.31. If X is homotopy equivalent to a FCC and H∗(Y ) is free
over Z then Φ : H∗(X)⊗H∗(Y )→ H∗(X × Y ) is an isomorphism.

Proof. Follows from claim 2 and 7 in the proof above.

Example.

54



2 Cohomology & Products

1. For purpose of bookkeeping,

(a1 × b1)^ (a2 × b2) = π∗
1(a1)^ π∗

2(b1)^ π∗
1(a2)^ π∗

2(b2)

= (−1)|b1||a2|π∗
1(a1)^ π∗

1(a2)^ π∗
2(b1)^ π∗

2(b2)

= (−1)|b1||a2|π∗
1(a1 ^ a2)^ π∗

2(b1 ^ b2)

= (−1)|b1||a2|(a1 ^ a2)× (b1 ^ b2)

2. Cohomology ring of T 2. Recall that H∗(S1) = Z[c]/(c2) where |c| = 1.
By the theorem H∗(S1 × S1) = 〈1× 1, c× 1, 1× c, c× c〉 as a group. Let
a = c× 1, b = 1× c. Then

a ^ b = (c× 1)^ (1× c) = (−1)0·0c× c = c× c
b ^ a = (−1)1·1a ^ b = −a ^ b

a ^ a = (c× 1)^ (c× 1) = −(c ^ c)× (1^ 1) = 0

and similar for b so as H∗(S1 × S1) is generated as a (noncommutative
unital) ring by a, b with relations

a ^ a = b ^ b = 0, a ^ b = −b ^ a

i.e.
H∗(T 2) = 〈a, b|ab = −ba, a2 = b2 = 0〉 = Λ∗(a, b),

the exterior algebra in two variables.

3. Similarly

H∗(Tn) = 〈a1, . . . , an|aiaj = −ajai, a2i = 0〉 = Λ∗(a1, . . . , an).

Here ai = 1× · · · × c× · · · × 1 and |ai| = 1.

4. Cohomology ring of S2 × S2. Have H∗(S2) = Z[c′]/(c′2) where |c′| = 2.
Then H∗(S2×S2) = 〈1×1, c′×1, 1×c′, c′×c′〉. Let A = c′×1, B = 1×c′.
Still have A2 = B2 = 0 but AB = (−1)2·2BA = BA so

H∗(S2 × S2) ∼= Z[A,B]/(A2, B2).

5. Wedge product: it follows from LES of the pair (X q Y, {x, y}) that for
k > 0,

Hk(X ∨ Y ) ∼= Hk(X q Y ) = {(a, b) : a ∈ Hk(X), b ∈ Hk(Y )}.

If X,Y are path connected then H0(X ∨Y ) ∼= Z. H∗(X ∨Y ) is a subring
of H∗(X q Y ) = H∗(X)×H∗(Y ).

6. Hk(S2
a ∨ S2

b ∨ S4) = Hk(S2
a)×Hk(S2

b )×Hk(S4) so for example H2(S2 ∨
S2 ∨ S4) = 〈α = (c, 0, 0), β = (0, c, 0)〉 and

α2 = β2 = 0, αβ = (c, 0, 0)^ (0, c, 0) = 0

As a result, H∗(S2 ∨ S2 ∨ S4) ∼= H∗(S2 × S2) as groups but not as rings.
Thus cohomology ring is strictly stronger than groups: the two spaces are
not homotopy equivalent although they have isomorphic (co)homology
groups.
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7. Cohomology ring of Σ2. Let A be a loop (picture) so π : Σ2 → Σ2/A ∼=
T 2
1 ∨ T 2

2 . On homology groups we have

π∗ : H2(Σ2)→ H2(T
2
1 ∨ T 2

2 ) = H2(T
2
1 )⊕H2(T

2
2 )

1 7→ (1, 1)

π∗ : H1(Σ2) ∼= H1(T
2
1 )⊕H1(T

2
2 )

from example sheet 1. H∗(Σ2) and H∗(T
2
1 ∨ T 2

1 ) are free so by universal
coefficient π∗ is dual to π∗ so

π∗ : H2(T 2
1 ∨ T 2

2 ) = H2(T 2
1 )⊕H2(T 2

2 )→ H2(Σ2)

〈c1〉 ⊕ 0 7→ 〈c〉
0⊕ 〈c2〉 7→ 〈c〉

π∗ : H1(T 2
1 ∨ T 2

2 ) = H1(T 2
1 )⊕H1(T 2

2 )→ H1(Σ2)

〈a1, b1〉 ⊕ 〈a2, b2〉 7→ 〈a1, b1, a2, b2〉

so π∗(c1) = π∗(c2) = c. In H∗(T 2
1 ∨ T 2

2 ),

ai ^ bi = δijci, ai ^ aj = 0, bi ^ bj = 0

so

ai ^ bj = π∗(ai)^ π∗(bj) = π∗(ai ^ bj) = π∗(δijci) = δijc

ai ^ aj = bi ^ bj = 0

Similarly
H1(Σg) = 〈ai, bi : 1 ≤ i ≤ g〉,H2(Σg) = 〈c〉

with
ai ^ bj = δijc, ai ^ aj = bi ^ bj = 0.
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3 Vector bundles & Manifolds

3.1 Vector bundles

Definition (vector bundle). An n-dimensional real vector bundle over B is
a map π : E → B such that

1. π−1(b) is an n-dimensional real vector space for all b ∈ B,

2. there is an open cover {Uα}α∈A of B and homeomorphisms fα :
π−1(Uα)→ Uα × Rn such that the diagram

π−1(Uα) Uα × Rn

Uα

π

fα

π1

commutes, and π2 ◦ fα|π−1(b) : π−1(b) → Rn is a linear isomorphism
for all b ∈ Uα.

B is the base space, E is the total space, π−1(b) are the fibres of π : E → B
and fα’s are the local trivialisations.

There is an analogous definition of complex vector bundles by replacing R
with C.

Definition (morphism of vector bundles). A morphism between vector bun-
dles π : E → B, π′ : E′ → B′ is a commutative square

E E′

B B′

fE

π π′

fB

such that for every b ∈ B, fE |π−1(b) : π
−1(b)→ (π′)−1(f(b)) is a linear map.

Vector bundles together with morphisms between them form a category.

Definition (subbundle). E is a subbundle of E′ if there is an injective
morphism

E E′

B B

fE

idB

Transition functions Suppose π : E → B is as above. Consider

fα ◦ f−1
β : (Uα ∩ Uβ)× Rn → (Uα ∩ Uβ)× Rn

(b, v) 7→ (b, fαβ(b, v))
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where fαβ(b, v) is a linear function of v. In other words fαβ(v, b) = gαβ(b)v
where gαβ(v) ∈ GLn(R). The maps gαβ : Uα ∩ Uβ → GLn(R) are called transi-
tion functions.

Lemma 3.1. The transition functions gαβ satisfy

gαβ(b) = id

gβα(b) = gαβ(b)
−1

gαβ(b)gβγ(b) = gαγ(b)

Proof. Exercise.

Conversely

Proposition 3.2. Suppose {Uα}α∈A is an open cover of B and gαβ : Uα ∩
Uβ → GLn(R) satisfies the relations in the statement of the preceding lemma,
then there exists a vector bundle π : E → B with transition functions gαβ
unique up to isomorphism.

Sketch proof. Let E =
∐
α∈A(Uα × Rn)/ ∼ where (b, v) ∼ (b, gαβ(b)v) for b ∈

Uα ∩ Uβ . Then the three relations imply that ∼ is an equivalence relation.

Definition (section). A section of π : E → B is a map s : B → E with
π ◦ s = idB .

Example. For every bundle π : E → B we have the zero section s : B →
E, b 7→ 0 ∈ π−1(b). It is an exercise to check this is continuous.

The simplest bundle is the n-dimensional trivial bundle over B given by
π1 : B × Rn → B.

Proposition 3.3. π : E → B is isomorphic to B × Rn if and only if there
are sections s1, . . . , sn : B → E such that {s1(b), . . . , sn(b)} is a basis of
π−1(b) for all b ∈ B.

Proof. If s1, . . . , sn are such sections then define

f : B × Rn → E

(b, v) 7→
n∑
i=1

visi(b)

Check this is an isomorphism. The converse is trivial.

Example.

1. Möbius bundle: let M = [0, 1] × R/(0, x) ∼ (1,−x) and M → [0, 1]/0 ∼
1 = S1. This is a line bundle (i.e. a 1-dimensional vector bundle) over
S1. If s : S1 → M is a section, say s(t) = (t, f(t)) ∈ [0, 1] × R, then f(t)
satisfies f(0) = −f(1). We know from IA Analysis I f(t0) = 0 for some
t0 ∈ [0, 1] so {s(t0)} is not a basis of π−1(t0) so M is not trivial.
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2. Tautological bundle: the tautological bundle of the real projective space is
defined to be

τRPn = {([x], v) ∈ RPn × Rn+1 : v ∈ Rx}

with projection onto first coordinate τRPn → RPn. Have local trivialisa-
tions Ui = {xi 6= 0} and

fi : π
−1(Ui)→ Ui × R
([x], v) 7→ ([x], vi)

and the transition functions are

gij([x]) =
xj
xi
∈ R∗ = GL1(R).

3. Similarly we can define the tautological bundle of the complex projective
space, which is a complex line bundle, to be

τCPn = {([z], v) ∈ CPn × Cn+1 : v ∈ Cz}.

In addition to the vector bundle, we have the map π2 : τCPn → Cn+1

which is blowup in algebraic geometry. If v 6= 0 then π−1
2 (v) = ([v], v). If

v = 0 then π−1
2 (v) = {([z], 0)} is the image of the zero section.

4. The tangent bundle of Sn

TSn = {(x, v) ∈ Sn × Rn+1 : v · x = 0}

Let Ui = {x ∈ Sn : xi 6= 0} and we have local trivialisations

fi : π
−1(Ui)→ Rn

(x, v) 7→ πî(v)

For a general vector bundle E → B, a section s : B → E is nonvanishing
if s(b) 6= 0 for all b ∈ B. From example sheet 1 TSn has a nonvanishing
section if and only if n is odd (in fact TSn is trivial if and only if n =
1, 3, 7).

5. Product of bundles: if π : E → B, π′ : E′ → B′ are vector bundles then so
is π×π′ : E×E′ : B×E′ with fibres (π×π′)−1(b, b′) = π−1(b)×π′−1(b′).

6. Pullback of bundle: if π : E → B is a vector bundle and f : X → B then

f∗E = {(x, v) ∈ X × E : f(x) = π(v)}

is a vecotr bundle over X with π′ : f∗(E) → X, (x, v) 7→ x. The fibre
is (π′)−1(x) ∼= π−1(f(x)). If E is trivial on Uα with transition functions
gαβ : Uα ∩ Uβ → GLn(R) then f∗E is trivial on f−1(Uα) with transition
functions gαβ ◦ f .

7. Whitney sum: If π : E → B, π′ : E′ → B are vector bundles over B then
define

E ⊕ E′ = ∆∗(E × E′)

where ∆ : B → B×B is the diagonal map. If we denote the vector bundle
by π⊕ : E⊕E′ → B then π−1

⊕ (b) ∼= π−1(b)×(π′)−1(b) ∼= π−1(b)⊕(π′)−1(b).
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Partition of unit

Definition (support). If ϕ : B → R, we define the support of ϕ to be

suppϕ = {b ∈ B : ϕ(b) 6= 0}.

Definition (partition of unity). If U = {Uα : α ∈ A} is an open cover of B,
a partition of unity subordinate to U is a collection of functions {ϕi} such
that

1. ϕi : B → [0, 1],

2. suppϕi ⊆ Uαi
for some αi ∈ A,

3. for any b ∈ B, ϕi(b) = 0 for all but finitely many i,

4.
∑
i ϕi(b) = 1. This makes sense as it is locally a finite sum.

We say B admits a partition of unity if whenever U is an open cover of B then
there is a partition of unity subordinate to U . It is a fact that compact Hausdorff
spaces, metrisable spaces and manifolds all admit partition of unity. In general
B admits a partition of unity if and only if B is paracompact Hausdorff.

The reason we care so much about vector bundles in algebraic topology is

Theorem 3.4. Suppose π : E → B′ is a vector bundle, f0, f1 : B → B′

with f0 ∼ f1 and B admits partition of unity then f∗0E
∼= f∗1E.

Notation. If B′ ⊆ B and i : B′ ↪→ B is the inclusion then let EB′ = i∗E be
the restriction of E to B′.

Now suppose π : E → B × [0, 1] is a vector bundle.

Lemma 3.5. If E|B×[0, 12 ]
and E|B×[ 12 ,1]

are both trivial then so is E.

Proof. Exercise.

Lemma 3.6. Any b ∈ B has an open neighbourhood Ub ⊆ B such that
E|Ub×[0,1] is trivial.

Proof. E is locally trivial so given b ∈ B, s ∈ [0, 1], can find Ub,s ⊆ U an
open neighbourhood of b and Is ⊆ [0, 1] an open neighbourhood of s such that
E|Ub,s×Is is trivial. Now [0, 1] is compact so can find 0 = t0 < s1 < t1 < s1 <
· · · < tn = 1 such that E|Ub,si

×[ti−1,ti] is trivial. Now let Ub =
⋂n
i=1 Ub,si and

apply the previous lemma.

Proposition 3.7. If B admits a partition of unity then E|B×0
∼= E|B×1.

Proof. Pick Ub as in the proof of the lemma. Then U = {Ub : b ∈ B} is an open
cover of B. Let {ϕi} be a partition of unity subordinate to U so suppϕi ⊆ Ubi
for some bi ∈ B. Let ψn =

∑n
i=1 ϕi and pn : B → B × I, b 7→ (b, ψn(b)). Let
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En = p∗nE. Let fi : π−1(Ubi × [0, 1])→ Ubi × [0, 1]×Rn be a local trivialisation.
There is an isomorphism

βn : En−1 → En

(b, v) 7→

{
(b, v) b /∈ Ubn
(b, f−1

n (b, ψn(b), v)) b ∈ Ubn

Now if β = limn→∞ βn◦· · ·◦β1 then β : E|B×0 → E|B×1 is an isomorphism.

Proof of Theorem 3.4. Let F : B × [0, 1]→ B′ be the homotopy. Then

f∗0 (E) ∼= F ∗(E)|B×0
∼= F ∗(E)|B×1

∼= f∗1 (E).

Corollary 3.8. If π : E → B is a vector bundle and B is contractible and
admits a partition of unity then E is trivial.

Proof. idB ∼ cb0 since B is contractible, so

E ∼= id∗B(E) ∼= c∗b0(E) ∼= B × π−1(b0)

is trivial.

3.2 The Thom isomorphism
Let π : E → B be an n-dimensional vector bundle.

Notation. If b ∈ B, Eb = π−1(b) is the fibre at b and ib : Eb ↪→ E is the
inclusion. Let s0 : B → E be the 0-section, E# = E − im s0, E

#
b = Eb − 0 ∼=

Rn − 0.

We know that

H∗(Eb, E
#
b ) = H∗(Rn,Rn − 0) =

{
Z ∗ = n

0 otherwise

which is in particular free. So by universal coefficient

H∗(Eb, E
#
b ;R) =

{
R ∗ = n

0 otherwise

From now on we assume R-coefficient.

Definition (Thom class). U ∈ Hn(E,E#;R) is an R-Thom class (or R-
orientation) for E if i∗b(U) generates Hn(Eb, E

#
b ) ∼= R for all b ∈ B.

Example. Let E be the trivial bundle. Then

H∗(E,E#) ∼= H∗(B × Rn, B × (Rn − 0)) ∼= H∗(B)⊗H∗(Rn,Rn − 0)

61



3 Vector bundles & Manifolds

since H∗(Rn,Rn − 0) is free. So

Hk(B)→ Hn+k(E,E#)

a 7→ a× c

is an isomorphism where 〈c〉 = Hn(Rn,Rn − 0). Thus

Hn(E,E#) ∼= H0(B) ∼=
∏

Bi∈π0(B)

H0(Bi) ∼=
∏

Bi∈π0(B)

R

so we have an isomorphism∏
Bi∈π0(B)

R→
∏

Bi∈π0(B)

Hn(E|Bi , E
#|Bi)

r 7→ (ric)

so r × c is a Thom class if and only if ri generates R = H0(Bi) for all i. For
R = Z/2 there is a unique Thom class while if R = Z there are 2|π0(b)| Thom
classes.

If f : B′ → B there is a morphism

f∗(E) E

B′ B

fE

f

Lemma 3.9. If U ∈ Hn(E,E#) is a Thom class for E then f∗(U) ∈
Hn(f∗(E), f∗(E)#) is a Thom class for f∗(E).

Proof. The diagram
f∗(E) E

f∗(E)|b′ E|f(b′)

fE

∼=

ib′
if(b′)

commutes so if i∗f(b′)(U) generates Hn(Ef(b′), E
#
f(b′)) then i∗b′(f

∗
E(U)) generates

Hn(f∗(E)b′ , f
∗(E)#b′ ).

Lemma 3.10. Suppose B = B1∪B2 and U ∈ Hn(E,E#). If U |Bi
= i∗i (U)

is a Thom class for E|Bi
for each i where ii : π

−1(Bi) → E then U is a
Thom class for E.

Proof. If b ∈ B then b ∈ Bi for some i and if we write U |b = i∗b(U) then
U |b = (U |Bi)b generates Hn(Eb, E

#
b ) since U |Bi is a Thom class.

62



3 Vector bundles & Manifolds

Theorem 3.11 (Thom isomorphism). If π : E → B is an n-dimensional
vector bundle then

1. E has a unique Z/2-Thom class.

2. if E has an R-Thom class then the map

ψ : H∗(B;R)→ H∗+n(E,E#;R)

a 7→ π∗(a)^ U

is an isomorphism.

Proof. We will prove this when B is compact.
Step 1: the theorem holds if E is trivial. This is the example above.
Step 2: suppose B1, B2 ⊆ B. Let B∩ = B1∩B2. Claim if the theorem holds

for E|B1 , E|B2 and E|B1∩B2 then it holds for E|B1∪B2 . Write Ei = E|Bi and
similarly E∩, E∪. Consider the Mayer-Vietoris sequence for R = Z/2:

Hn−1(E∩, E
#
∩ ) Hn(E∪, E

#
∪ ) Hn(E1, E

#
1 )⊕Hn(E2, E

#
2 ) Hn(E∩, E

#
∩ )

0

α β

since 2 holds for E∩. Since 1 holds for E1 and E2, they have Thom classes
Ui ∈ Hn(Ei, E

#
i ). By lemma Ui|E∩ is a Thom class for E∩. By 1 Ui|E∩ = U∩

is the unique Thom class for E∩, so β(U1 ⊕ U2) = U∩ − U∩ = 0. By exactness
U1 ⊕ U2 ∈ imα so exists U∪ ∈ Hn(E∪, E

#
∪ ) with U∪|Ei

= Ui. By lemma U∪ is
a Thom class for E∪.

For uniqueness note that if U ′
∪ is a Thom class for E∪ then U ′

∪|Ei is a Thom
class for Ei so again by uniqueness U ′

∪|Ei
= Ui, i.e. α(U ′

∪) = U1⊕U2 so U ′
∪ = U∪

by injectivity of α.
For part 2, consider the commutative diagram of Mayer-Vietoris sequences

H∗(B∪) H∗(B1)⊕H∗(B2) H∗(B∩)

H∗+n(E∪, E
#
∪ ) H∗+n(E1, E

#
1 )⊕H∗+n(E2, E

#
2 ) H∗+n(E∩, E

#
∩ )

ψ∪ ψ1⊕ψ2 ψ∩

As ψ1 ⊕ ψ2 and ψ∩ are isomorphisms, so is ψ∪.
Step 3: Suppose B has an open cover {Vi, · · · , Vk} with E|Vi

trivial. Let
Wj =

⋃j
i=1 Vi. Prove by induction on j that the theorem holds for E|Wj : if

j = 1 then W1 = V1 so done by step 1. In general if the theorem holds for
Wj−1 it also holds for Vj and Vj ∩Wj−1 since E|Vj

is trivial implies E|Vj∩Wj−1

is trival, so holds for Wj by step 2.

Sphere bundles

Definition (Riemannian metric). A Riemannian metric g on E is a map
g : E ⊕ E → R such that the map g|(E⊕E)b : Eb × Eb → R is an inner
product on Eb for all b ∈ B.

63



3 Vector bundles & Manifolds

Lemma 3.12. If B admits partition of unity then E admits a Riemannian
metric.

Proof. III Differential Geometry.

Definition (unit sphere bundle, unit disk bundle). If g is a Riemannian
metric on E, define the unit sphere bundle of E to be

S(E, g) = {v ∈ E : g(v, v) = 1}

and the unit disk bundle to be

D(E, g) = {v ∈ E : g(v, v) ≤ 1}.

Always have S(E, g) ∩ Eb ∼= Sn−1 and D(E, g) ∩ Eb ∼= Dn.

Exercise. If g, g′ are Riemannian metrics on E then show S(E, g) ∼= S(E, g′)
and D(E, g) ∼= D(E, g′). As a result we often write S(E) and D(E) instead of
S(E, g) and D(E, g).

Note that S(E) ∼ E# and D(E) ∼ B.

Example.

1. Let E = B × Rn be the trivial bundle. Then S(E) = B × Sn−1, D(E) =
B ×Dn.

2. Let π : E → S1 be the Möbius bundle (pic). Then D(E) is the Möbius
band and S(E) = ∂D(E) ∼= S1 6= B ×S0. This is another proof that E is
nontrivial. In fact this shows E is nonorientable: we have

E# E

S1 S1

∼ ∼

z 7→z2

and z 7→ z2 has degree 2 so the LES of (E,E#) gives

H∗(E,E#;Z) =

{
Z/2 ∗ = 2

0 otherwise

which is not isomorphic to H∗−1(B). Thus E is not Z-orientable.

Gysin sequence Assume π : E → B is R-oriented with Thom class U . We
assume coefficients in R. The LES of (E,E#) is

H∗(E,E#) H∗(E) H∗(E#) H∗+1(E,E#)

H∗−n(B) H∗(B) H∗(S(E)) H∗+1−n(B)

j∗

α

ψ π∗ ψ
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where j : (E, ∅)→ (E,E#). Thus

α(a) = s∗0j
∗ψ(a)

= s∗0j
∗(π∗(a)^ U)

= s∗0(π
∗(a)^ j∗(U))

= s∗0π
∗(a)^ s∗0j

∗(U)

= a ^ s∗0j
∗(U)

Definition (Euler class). If π : E → B is an R-oriented n-dimensional
vector bundle with Thom class U ∈ H∗(E,E#;R), its Euler class is

e(E) = s∗0j
∗(U) ∈ Hn(B).

Theorem 3.13 (Gysin sequence). If π : E → B is an R-oriented n-
dimensional vector bundle, there is a LES

· · · H∗−n(B) H∗(B) H∗(S(E)) H∗+1−n(B) · · ·β π∗

where β(a) = a ^ e(E).

Proposition 3.14. Let π : E → B be an R-oriented n-dimensional vector
bundle. Then

1. if f : B′ → B then f∗(E) is R-oriented and e(f∗E) = f∗(e(E)).

2. if E is trivial and n > 0 then e(E) = 0.

3. if π : Ei → B are R-orientable then so is E1 ⊕ E2 and e(E1 ⊕ E2) =
e(E1)^ e(E2).

4. if s : B → E is a nonvanishing section and n > 0 then e(E) = 0.

Proof.

1. There is a commutative diagram

(B, ∅) (E, ∅) (E,E#)

(B′, ∅) (f∗E, ∅) (f∗E, f∗E#)

s0 j

s′0

f

j′

fE fE

f∗E(U) is a Thom class for f∗(E) so f∗(E) is oriented and

e(f∗(E)) = s′∗0 j
′∗f∗E(U) = f∗s∗0j

∗(U) = f∗(e(E))

2. Let π : E0 = Rn → {P}, e(E0) ∈ Hn({p}) = 0 as n > 0. If π : E → B is
trivial then E = f∗E0 where f : B → {p}. Thus e(E) = f∗(e(E0)) = 0.

3. Example sheet 4.
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4. If s is a nonvanishing section then 〈s〉 is a one dimensional subbundle of
E. From example sheet 3 we know E = 〈s〉 ⊕ s⊥. By 3

e(E) = e(〈s〉)^ e(s⊥) = 0

since 〈s〉 is trivial.

Example. As an application, let’s compute the cohomology ring of projective
spaces using Euler class of the tautological bundle. Recall

H∗(RPn;Z/2) =

{
Z/2 0 ≤ ∗ ≤ n
0 otherwise

so by universal coefficient

H∗(RPn;Z/2) =

{
Z/2 0 ≤ ∗ ≤ n
0 otherwise

Choose a Riemannian metric on τRPn by

g(([x], v1), ([x], v2)) = 〈v1, v2〉

using the inner product on Rn+1. Thus

S(τ(RPn)) = {([x], v) : v ∈ Rx, ‖v‖ = 1} ∼= Sn.

The Gysin sequence for τRPn with Z/2-coefficient is

H∗−1(RPn) H∗(RPn) H∗(Sn) H∗(RPn)β

Claim that β is an isomorphism for 1 ≤ ∗ ≤ n for n ≥ 1: for ∗ = 1 the relevant
bit of LES is

0 H0(RPn) H0(Sn) H0(RPn) H1(RPn) H1(Sn) = 0
∼= 0 β

so β is an isomorphism. For 1 < ∗ < n this follows from H∗−1(Sn) = H∗(Sn) =
0. For ∗ = n we have

Hn−1(Sn) Hn−1(RPn) Hn(RPn) Hn(Sn) Hn(RPn) Hn+1(RPn)

0 Z/2 Z/2 0

β 0 ∼=

Let a = e(τRPn) ∈ H1(RPn;Z/2). Claim that 〈ak〉 = Hk(RPn;Z/2): in-
duction on k. k = 0 is obvious. Suppose it holds for k − 1. Then we have
isomorphism

β : Hk−1(RPn)→ Hk(RPn)
ak−1 7→ ak

Furthermore Hn+1(RPn) = 0 so an+1 = 0. In summary

H∗(RPn;Z/2) = (Z/2)[a]/(an+1).
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Orientations and Orientability We say E is orientable if it is Z-orientable.
We have seen on example sheet 3 that any vector bundle over S1 is isomorphic
to [0, 1] × Rn/ ∼ where (0, v) ∼ (1, Av) for some A ∈ GLn(R). Thus there are
precisely two isomorphism classes: detA > 0 corresponds to the trivial bundle,
and detA < 0 corresponds to the nontrivial, nonorientable bundle.

If γ : S1 → B, define ϕE(γ) = 0 if γ∗E is trivial and 1 otherwise. If γ0 ∼ γ1
then γ∗0E

∼= γ∗1E so ϕE defines a homomorphism ϕE : π1(B)→ Z/2. As Z/2 is
abelian, ϕE factors through the abelianisation of π1(B)

π1(B) Z/2

H1(B)

ϕE

ϕE

so ϕE ∈ Hom(H1(B),Z/2) ∼= H1(B;Z/2). We quote the result

Theorem 3.15. E is orientable if and only if ϕE = 0.

Corollary 3.16. If H1(B;Z/2) = 0 then E is orientable.

Example. τCPn is orientable. Then the same argument as for RPn shows that

H∗(CPn;Z) = Z[a]/(an+1)

where a = e(τCPn) has |a| = 2.

3.3 Manifolds
In the last bit of the course we are going to discuss manifolds and Poincaré
duality.

Definition (topological manifold). An n-dimensional (topological) manifold
M is a second-countable Hausdorff space M which admits an open cover
{Uα : α ∈ A} and homeomorphisms ϕα : Uα → Rn called charts.

The maps

ψαβ = ϕα ◦ ϕ−1
β : ϕβ(Uα ∩ Uβ)→ ϕα(Uα ∩ Uβ)

are called transition functions. Like transition functions for vector bundles, they
satisfy the cocycle conditions.

Definition (smooth manifold). A smooth manifold is a topological manifold
M together with an open cover {Uα} and charts ϕα such that all transition
functions ψαβ are smooth maps.

If M,M ′ are smooth manifold, we say f :M →M ′ is smooth if ϕ′
β ◦ f ◦

ϕ−1
α is smooth where defined for all charts ϕα of M and ϕ′

β of M ′. f is a
diffeomorphism if f is a homeomorphism and f, f−1 are smooth.

Example. Sn,RPn,CPn, Tn,Σg are all smooth manifolds.
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Remark. If M is an n-manifold, we can consider the set of smooth manifolds
homeomorphic to M up to diffeomorphism. For n ≤ 3 this set is a singleton.
However for n > 3 it could be empty or it could have more than one element.

We’re interested in smooth manifolds in this course because they have a
natural bundle, the tangent bundle. If M is a smooth manifold with charts ϕα,
define

gαβ : Uα ∩ Uβ → GLn(R)
x 7→ Dψαβ |ϕβ(x)

Then chain rule says gαβ ’s satisify the cocycle conditions.

Definition (tangent bundle). If M is a smooth manifold as above, the tan-
gent bundle TM is the n-dimensional vector bundle with transition functions
gαβ .

Fundamental class

Notation. Suppose Mn is an n-manifold and A ⊆ M compact. Write (M |A)
for the pair (M,M − A). If B ⊆ A we have a map i : (M |A) → (M |B). If
w ∈ H∗(M |A) write w|B = i∗(w).

Fix R-coefficient. If x ∈M choose a chart with Uα 3 x. By excision

Hn(M |x) ∼= Hn(Uα|x) = Hn(Rn|ϕ(x)) = Hn(Rn,Rn − ϕ(x)) =

{
R ∗ = n

0 otherwise

Definition (fundamental class, orientation). An R-fundamental class, or
R-orientation for M is a class [M ] ∈ Hn(M ;R) = Hn(M |M ;R) such that
[M ]|x generates Hn(M |x;R) = R for all x ∈M .

Theorem 3.17. Any closed manifold M has a unique Z/2-fundamental
class.

Recall that we say M is closed if it is compact.

Theorem 3.18. If M is closed and connected then

1. Hn(M ;Z/2) ∼= Z/2 = 〈[M ]〉.

2. Hn(M ;Z) is Z or 0 and if M is Z-orientable then Hn(M ;Z) = Z =
〈[M ]〉.

3. Hi(M) = 0 for all i > n.

Proof. Non-examinable and see lecture handout. Similar to the proof for Thom
class, we show orientability is a local condition and use Mayer-Vietoris to glue
together.

Submanifolds
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Definition (submanifold). Suppose M is a smooth n-manifold. N ⊆M is
a k-dimensional submanifold of M if for every x ∈ N there exists an open
neighbourhood Ux 3 x and a chart ϕx : Ux → Rn such that ϕx(Uα ∩N) =
Rk × 0 ⊂ Rn.

If so then N is a smooth k-manifold.

Example. Sn−1 ⊆ Sn,RPn−1 ⊆ RPn, Sn × {p} ⊆ Sn × Sm.

If N ⊆M is a submanifold then TN ⊆ TM |N is a subbundle.

Definition (normal bundle). The normal bundle is defined as νM/N =

TN⊥ ⊆ TM |N so TM |N = νM/N ⊕ TN .

Note that to define TN⊥ we need to pick a Riemannian metric on TM .
However the isomorphism class of νM/N is independent of the choice. In fact
νM/N

∼= TM |N/TN .

Exercise.

1. M = Rn+1, N = Sn. Then νRn+1/Sn is trivial since it has a section x 7→ x.
Note TRn+1|Sn ∼= ν ⊕ TSn, where TRn+1|Sn and ν are trivial but TSn is
not necessarily trivial.

2. Let M be the Möbius band and N = S1 its central band. Then νM/N is
the Möbius bundle.

3. Let M = RPn+1, N = RPn then νM/N = τRPn .

4. Similarly if M = CPn+1, N = CPn then νM/N = τCPn .

We need a technical tool from differential geometry:

Theorem 3.19 (tubular neighbourhood theorem). If N ⊆M is a subman-
ifold, there is an open V ⊆M , N ⊆ V such that (V,N) ∼= (νM/N , s0(N)).

Proof. Omitted. Proved using exp : νM/N → M by showing that it is locally a
diffeomorphism.

Proposition 3.20. M is Z-orientable if and only if TM is Z-orientable.

Sketch proof. If S1 ∼= γ ⊆M is a submanifold, we get a tubular neighbourhood
V (γ). M is orientable if and only if V (γ) is orientable for all γ, if and only if
TM |V (γ) is orientable, if and only if TM |γ is orientable, if and only if TM is
orientable.

3.4 Poincaré duality
Use R coefficient throughout, where R be either Z or a field. Let M be a closed
connected smooth n-manifold and denote by [M ] the R-fundamental class for
M . Recall that if M is connected and R-orientable then Hn(M) = R.
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Corollary 3.21. Hn(M) ∼= R.

Proof. If R is a field then Hn(M) ∼= HomZ(Hn(M), R) ∼= R. If R is Z then
M is Z/p-oriented for every prime p since the image of [M ] under Hn(M ;Z)→
Hn(M ;Z/p) is a Z/p-fundamental class so Hn(M ;Z/p) ∼= Z/p. Hn(M ;Z) ∼= Z
so by universal coefficient Hn−1(M ;Z) has no p-torsion. Hence Hn−1(M ;Z) is
free so Hn(M ;Z) ∼= Z.

Now suppose N ⊆ M is a k-dimensional closed submanifold and ν = νM/N

is its normal bundle. V is a tubular neighbourhood for N so (V |N) ∼= (ν, ν#).

Lemma 3.22. N is orientable if and only if ν is orientable.

Sketch proof. M is orientable implies TM is orientable, so TM |N is orientable,
so ϕTM |N = 0 where ϕTM |N ∈ H

1(N ;Z/2). Now TM |N = TN ⊕ ν so ϕTM |N =
ϕTN + ϕν = 0. Thus ϕTN = 0 if and only if ϕν = 0.

Now suppose N is R-orientable, so ν is R-orientable. Consider the following
maps:

(M, ∅) (M |N) (V |N) (ν, ν#)

(M |x)

j

β
α

∼=

i

The maps i∗ and i∗ are isomorphisms by excision.

Lemma 3.23. j∗[M ] generates Hn(M |N) ∼= R.

Proof. By excision and Thom isomorphism,

H∗(M |N) ∼= H∗(V |N) ∼= H∗(ν, ν#) ∼= H∗−n+k(N) =

{
R ∗ = n

0 ∗ > n

By universal coefficient, it follows that Hn(M |N) ∼= R. [M ] is a fundamental
class so β∗[M ] = α∗j∗[M ] generates Hn(M |x) ∼= R. Thus j∗[M ] generates
Hn(M |N).

Let [N ]∗ ∈ Hk(N) be given by 〈[N ]∗, [N ]〉 = 1 ∈ R.

Corollary 3.24. There is a unique R-orientation UM/N on ν such that

〈π∗[N ]∗ ^ UM/N , i
−1
∗ j∗[M ]〉 = 1 ∈ R.

Proof. i−1
∗ j∗[M ] generates Hn(ν, ν

#) ∼= R. Let U be some Thom class for ν.
[N ]∗ generates Hk(N) so π∗[N ]∗ ^ U generates Hn(ν, ν#). So 〈π∗[N ]∗ ^
U, i−1

∗ j∗[M ]〉 = r generates R. Take UM/N = r−1U .

Definition (Poincaré dual). If [M ] and [N ] are R-orientations on M and
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N , the Poincaré dual of N is

PD[M ]([N ]) = j∗(i∗)−1(UM/N ) ∈ Hn−k(M).

The key ingredient is

Proposition 3.25. If a ∈ Hk(M) then

〈a, i0∗[N ]〉 = 〈a ^ PD[M ]([N ]), [M ]〉

where i0 : N ↪→M .

Proof. [N ]∗ generates Hk(N) ∼= R so if c = 〈a, i0∗[N ]〉 = 〈i∗0a, [N ]〉 then i∗0(a) =
c[N ]∗. We have

V ∼= ν M

N

i

π
i0

which commutes up to homotopy, so i∗(a) = π∗i∗0(a) = cπ∗[N ]∗. So

〈a ^ PD[M ]([N ]), [M ]〉 = 〈a ^ j∗(i∗)−1UM/N , [M ]〉
= 〈a ^ (i∗)−1UM/N , j∗[M ]〉
= 〈i∗a ^ UM/N , (i∗)

−1j∗([M ])〉
= 〈cπ∗[N ]∗ ^ UM/N , (i0)

−1j∗[M ]〉
= c

= 〈a, i0∗[N ]〉

Example. Let N = {p} ⊆M . Then

〈1^ PDM (N), [M ]〉 = 〈1, [p]〉 = 1

so PDM ({p}) = [M ]∗.

Definition (cup product pairing). The cup product pairing on H∗(M) is
the bilinear map

(·, ·) : H∗(M)×H∗(M)→ R

(a, b) 7→ 〈a ^ b, [M ]〉

We thus have 〈a, i0∗[N ]〉 = (a, PD[M ]([N ])).

Remark. Cup product pairing splits as a sum of pairings (·, ·) : Hk(M) ×
Hn−k(M)→ R.

Definition. Let V and W be F-vector spaces. A bilinear pairing (·, ·) :
V ×W → F is nonsingular if

1. (v, w) = 0 for all v ∈ V implies w = 0 and

2. (v, w) = 0 for all w ∈W implies v = 0.
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(·, ·) induces maps ϕ : V →W ∗, ψ :W → V ∗.

Lemma 3.26. If V and W are finite dimensional and (·, ·) is nonsingular
then ϕ and ψ are isomorphisms.

Proof. Nonsingularity implies that ϕ and ψ are injective. Now use dimensions.

We need another technical tool from differential geometry.

Definition (transverse). Two submanifolds N1, N2 ⊆ M are transverse,
written N1 t N2 if for every x ∈ N1∩N2 there is a chart ϕx : Ux → Rn with
ϕx(x) = 0 and ϕx(N1∩Ux) = Rk×Rn1−k×0, ϕx(N2∩Ux) = Rk×0×Rn2−k.
If so N ′ = N1 ∩N2 is a k-dimensional submanifold of N1, N2 and M .

From differential geometry we know N1 t N2 if TN1|x+ TN1|x = TM |x for
all x ∈ N ′.

Proposition 3.27. If N1 t N2 and i2 : N2 ↪→ M is the inclusion then
i∗2(PDM (N1)) = PDN2

(N ′).

Proof. Let V be a tubular neighbourhood of N1. If V is small enough then
V ′ = N1 ∩ V is a tubular neighbourhood of N ′ in N2. Consider the diagram

(M, ∅) (M |N1) (V |N1) ∼= (ν, ν#)

(Rn−n1 |0)

(N2, ∅) (N2|N ′) (V ′|N ′) ∼= (ν′, ν′#)

j

ix

i′x

i2

j′

i2

Have i2 ◦ i′x ∼ ix. If U is a Thom class for (V |N1) then i′∗x (i
∗
2U) = i∗x(U)

generates Hn−n1(Rn−n1 |0) so i∗2(U) is a Thom class for (V ′|N ′). Now

i∗2PDM (N1) = i∗2j
∗(i∗)−1U = j′∗(i′∗)−1(i∗2U) = PDN2(N

′).

Now consider ∆ = {(x, x) : x ∈ M} ⊆ M × M . ∆ is an n-dimensional
submanifold in M ×M . Assume R = F is a field. Suppose M is orientable with
dual fundamental class [M ]∗ then M ×M is orientable with dual fundamental
class [M ]∗ × [M ]∗. Let D = PDM×M (∆).

Lemma 3.28. If a ∈ H∗(M) then

(1× a)^ D = (a× 1)^ D.

Proof. Consider
V M ×M

M

i

∆
s0
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where V is a tubular neighbourhood of ∆. As s0 : M → V is a homotopy
equivalence, s∗0 is an isomorphism. Then

s∗0i
∗(a× 1) = ∆∗(a× 1) = a ^ 1 = 1^ a = ∆∗(1× a) = s∗0i

∗(1× a)

so i∗(a× 1) = i∗(1× a). Then we have the following sequence of equalities:

i∗(a× 1)^ U = i∗(1× a)^ U

(a× 1)^ (i∗)−1U = (1× a)^ (i∗)−1U

(a× 1)^ j∗(i∗)−1U = (1× a)^ j∗(i∗)−1U

(a× 1)^ D = (1× a)^ D

Choose a basis {ai} for H∗(M). F is a field so H∗(M ×M) = H∗(M) ⊗
H∗(M). Write D =

∑
i ai × bi for some bi ∈ Hn−|ai|(M).

Lemma 3.29. D = [M ]∗ × 1 +
∑

|ai|<n ai × bi.

Proof. Consider iy :M →M ×M,x 7→ (x, y). M × y t ∆ so

i∗y(PDM×M (∆)) = PDM×y(∆ ∩M × y) = PDM ({y}) = [M ]∗.

Now

i∗y(ai × bi) = i∗y(π
∗
1(ai)^ π∗

2(bi))

= (π1 ◦ iy)∗ai ^ (π2 ◦ iy)∗bi

=

{
aibi bi ∈ H0(M) ∼= F
0 otherwise

Write D = [M ]∗ × b0 +
∑

|ai|<n ai × bi. Then

[M ]∗ = i∗y(D) = [M ]∗b0 + 0

so b0 = 1.

Lemma 3.30. If a ∈ H∗(M) is homogeneous then a =
∑

(−1)n|a|(a, ai)bi.

Proof. As (1× a)^ D = (a× 1)^ D, we have∑
(−1)|ai||a|ai × (a ^ bi) =

∑
(a ^ ai)× bi.

By degree consideration only terms of the form [M ]∗ × c where c ∈ H0(M) do
not vanish on LHS. Thus by the previous lemma

(−1)n|a|[M ]∗ × a =
∑
〈a ^ ai, [M ]〉[M ]∗ × bi

so a = (−1)n|a|
∑

(a, ai)bi.
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Corollary 3.31 (Poincaré duality). Suppose F is a field and M is F-
oriented. Then

1. the cup product pairing (·, ·) : Hk(M)×Hn−k(M)→ F is nonsingular.

2. there is an isomorphism PD : Hk(M) → Hn−k(M) given by 〈a, x〉 =
(a, PD(x)).

Proof.

1. If (a, b) = 0 for all b then a = 0 by Lemma 3.30. As (a, b) = (−1)|a||b|(b, a),
(·, ·) is nonsingular.

2. Poincaré duality and universal coefficient give two isomorphisms

α : Hn−k(M)→ Hk(M)∗

α(b)(a) = (a, b)

β : Hk(M)→ Hk(M)∗

β(x)(a) = 〈a, x〉

so define PD = α−1 ◦ β.

We conclude with three applications of Poincaré duality

Proposition 3.32. If ai, bi are as above then (ai, bj) = (−1)|bi|δij.

Proof. a = bj in lemma 3.

Proposition 3.33. If π : E →M is a vector bundle with transverse sections
s, s0 :M → E then

e(E) = s∗0(PDE(s)) = PDM (s−1(0)).

Proposition 3.34. e(TM) = χ(M)[M ]∗.

Proof.

〈e(TM), [M ]〉 = (D,D) cup product pairing in M ×M

= (
∑

ai × bi,
∑

(−1)|ai||bi|bi × ai)

=
∑
i

(−1)|bi|

= χ(M)
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attaching cell, 31

cell complex, 31
cellular homology, 32
chain complex, 5

quotient complex, 17
reduced, 6
singular, 8

with coefficients, 38
subcomplex, 17
tensor product, 45

chain homotopy, 11
chain homotopy equivalent, 11
chain map, 7
chart, 67
cochain complex, 40
cohomology, 40
collapsing a pair, 20, 26
contractible, 3
cup product, 49
cup product pairing, 71

de Rham’s theorem, 40, 50
deformation retraction, 20, 25
degree, 27
diffeomorphism, 67

Euler class, 65
exact sequence, 15
excision theorem, 24
Ext, 44
exterior algebra, 55
exterior product, 52

finite cell complex, 31, 45
five lemma, 23
free resolution, 43
fundamental class, 68

generalised cohomology theory, 52
generalised homology theory, 39
good pair, 20, 26
graded commutative, 50
Gysin sequence, 65

homology, 7
homology group

of a pair, 17

homotopy, 2
homotopy equivalence, 3
homotopy group, 3
Hopf map, 32
Hurewicz homomorphism, 28
Hurewicz theorem, 30

Künneth formula, 47

line bundle, 58
local degree, 30

map of pairs, 3
Mayer-Vietoris sequence, 23
Möbius bundle, 58

normal bundle, 69

orientable, 67
orientation, 68

partition of unity, 60
Poincaré dual, 70
Poincaré duality, 74
Poincaré polynomial, 48
projective space

complex, 32
real, 32

Riemannian metric, 63

section, 58
nonvanishing, 59

simplex, 5
singular cohomology

with coefficients, 40
singular homology, 8

with coefficients, 38
skeleton, 31
smooth manifold, 67
snake lemma, 15
submanifold, 69
support, 60

tangent bundle, 59, 68
tautological bundle, 59, 66
Thom class, 61
Thom isomorphism, 63
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topological manifold, 67
closed, 68

Tor, 44
transition function, 58, 67
transverse, 72
tubular neighbourhood theorem, 69

unit disk bundle, 64
unit sphere bundle, 64

vector bundle, 57
morphism, 57
product, 59
pullback, 59
subbundle, 57
trivial, 58
Whitney sum, 59

wedge, 28
Whitney sum, 59
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